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Abstract  

                  Due to enormous growth of textile industries has increased demand for the automatic fabric defect detection and 

classification system to the fabric material as it plays a crucial role in maintaining the quality of the services. Machine learning 

model has employed as automatic defect detection system to identify the material quality. Despite of several advantageous of the 

machine learning model, those models faces several challenges on handling the complex and uncertainty of varied texture and 

structural patterns. Further it is complex to process the boundaries and features with high degree of intra class variation and low 

degree of interclass variations. On leveraging and exploiting the deep learning architecture, the over lapping and varied texture 

patterns can be efficiently discriminated on defects. In this paper, a new deep learning architecture entitled as discriminative 

convolution neural model is proposed to detect and classify the defects in the fabric materials into various defect classes. Initially 

fabric image preprocessed on basis of the noise filtering through wiener filter and image enhancement through CLAHE technique. 

Enhanced image is segmented using image thresholding technique to segment it into the various regions on basis of pixel 

information’s by grouping the neighbouring similar pixels intensity or textures to represent a mask. Segmented image regions are 

projected to the convolution neural network. Convolution layer of network is to extract the features from its composition containing 

kernels with different weights. It computes the high level features for different pixels based on surrounding and neighbouring pixel 

values on striding to produce the feature map containing gradient and edge of the images.  ReLU activation function is applied to 

reduce the non linearity among the features in the feature map. Pooling layer of the model down-sample the convolved features to 

produce the activation map. Activation map is obtained using max pooling as it returns maximum value from the segment of the 

image processed using kernels. Activation map is transformed into tabular structure to perform the classification easily. In addition 

drop out layer is incorporated in the model to eliminate the overfitting issue during classification on reducing the correlation among 

the neurons. Fully connected layers of the model is used to learn the flattened features with weights and bias to classify the flatten 

features using softmax layer on basis of defect classes such as Hole , Color Spot, Thread Error  and foreign body.  Experimental 

analysis of the proposed architecture is carried out on TILDA dataset using cross fold validation to analyse the representation ability 

to discriminate the features with large variance between the different classes. From the results, it is confirming that proposed 

architecture exhibiting higher performance in classification accuracy of 98.43% in classifying the fabric defect on compared with 

conventional approaches 

Keywords: Fabric material, Convolution Neural Network, Automatic Fabric Defect Detection, Defect Classification  

1. Introduction  

              Fabric defect detection [1] is significant process in 

the textile manufacturing industries as fabric materials have 

complex and diverse texture patterns [2]. With periodic 

advancement and development of the flexible, efficient, 

reliable system for fabric production process in the textile 

manufacturing, occurrence of the fabric defects is also 

increasing. In order to eliminate the fabric defects and to 

increase the production quality, automatic fabric defect 

system has to be integrated with the production process to 

classify the fabric material into first quality and second 
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quality. However it is becomes mandatory process to 

maintain the quality of the services.  

           Traditionally, Machine learning model has employed 

as automatic defect detection system to identify the material 

quality. Machine learning model such as statistical based 

methods [3] Spectral analysis based method [4], model based 

method [5], dictionary based method [6] and motif based 

method [7] are flexible only the simple fabric structure and to 

precise alignment for template matching. However those 

models face several challenges on handling the complex and 

uncertainty of varied texture and structural patterns. On 

leveraging and exploiting the deep learning architecture, the 

over lapping and varied texture patterns can be efficiently 

discriminated on defects. 

             In this paper, a new deep learning architecture 

entitled as improved discriminative convolution neural model 

is proposed to localize, detect and classify the defects in the 

fabric materials into various defect classes with excellent 

performance. Initially fabric image preprocessed on basis of 

the noise filtering through wiener filter [8] and image 

enhancement through CLAHE technique [9]. Enhanced 

image is segmented using image thresholding technique and 

low rank decomposition model[10] to segment it into the 

various regions on basis of pixel information’s by grouping 

the neighbouring similar pixels intensity or textures to 

represent a mask as low rank and sparse. The non-defective 

regions of fabric images are macro-homogeneous and highly 

redundant, and they can be treated as the low-rank subspace. 

Remaining defect segmented is projected to the convolution 

neural network.  

           Convolution layer of network is highly effective in 

discriminating the features. It abstracts the semantic features 

from its composition containing kernels with different 

weights. It computes the high level features for different 

pixels based on surrounding and neighbouring pixel values on 

striding to produce the feature map with different 

characteristics containing gradient and edge of the images.  

ReLU activation function is applied to reduce the non 

linearity among the features in the feature map. Pooling layer 

of the model down-sample the convolved features to produce 

the activation map. Activation map is obtained using max 

pooling as it returns maximum value from the segment of the 

image processed using kernels.  

               Activation map is transformed into tabular structure 

to perform the classification easily. In addition drop out layer 

is incorporated in the model to eliminate the overfitting issue 

during classification on reducing the correlation among the 

neurons. Fully connected layers of the model acts as versatile 

inference system  to learn the flattened features with weights 

and bias to classify the flatten features using softmax layer on 

basis of defect classes such as Hole , Color Spot, Thread Error  

and foreign body.  

                  The remainder of the article is organized as 

follows, section 2 represents different machine learning and 

deep learning architectures that have been widely employed 

for defect detection classification has been analysed. Section 

3 deals with methodology of improved discriminative 

convolution neural network for instantaneous automatic 

defect detection. Experimental and performance analysis of 

the proposed architecture against conventional approaches 

has been detailed and evaluated with accuracy measure in the 

section 4. Finally article is concluded with future suggestions 

in section 5.  

2. Related work 

          In this section , various conventional approaches 

behind automatic fabric defect detection towards employing 

both deep learning and machine learning model to various 

fabric based dataset has been discussed in detail on various 

aspects is as follows  

2.1.  Automatic fabric defect detection using 

learning-based local textural distributions in the 

contourlet domain 

               In this literature, automatic detection of the fabric 

defects is carried out on basis of statistical representation of 

fabric patterns using redundant contourlet transform. Initially 

preprocessing of the image is applied to detect the basic size 

of the image decomposition. Signature of the computed and 

these signatures is differentiated using bayes classifier.  

Transform contains the contour coefficient is modelled using 

Gaussian distribution. Gaussian distribution is distinguished 

against defective and defect free fabric images[11].  

2.2.  Visual saliency detection based on multiscale 

deep CNN features 

          In this literature, Visual Saliency model is used to 

localize and detect the defects in the fabric images. Saliency 

model learns the multiscale features extracted using 

convolution neural network. Convolution layer of the 

network extract the feature on different scales. Each layer of 

the model contains the discriminative high-level feature 

vector for saliency detection. High level feature vector 

represented as deep contrast feature. Saliency model contains 

the pixel-wise saliency annotations to the features[12].  
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3. Proposed model  

                 In this section, Improved Discriminative 

Convolution Neural Network using fabric images has been 

designed extensively with preprocessing and feature 

extraction steps to exploit the complex and diverse features to 

increase the classification of the defects in the fabric.  

3.1.  Image Preprocessing  

                 Image preprocessing, fabric image preprocessed 

on basis of the noise filtering through wiener filter and image 

enhancement through CLAHE technique. Processing of  

those mechanism is as follows  

3.1.1. Wiener Filter -  Noise Filtering  

              Weiner filter is employed to noise reduction in the 

greyscale format of the fabric image. Weiner filter processes 

the contrast events which have less variation among pixels in 

the neighbourhood. It is considered as restoration and 

smoothing technique. It is optimal in terms of the mean 

square error. Smoothing is achieved by minimizing the mean 

square error and increase the linearity among the 

neighbouring pixels [16]. Weiner filter is represented in 

Fourier transform the fabric image  

                W(f1,f2)= 
𝐻(𝑓1,𝑓2)𝑆𝑥𝑥(𝑓1,𝑓2)

𝐻(𝑓1,𝑓2)𝑆𝑥𝑥(𝑓1,𝑓2)+𝑆𝛿(𝑓1,𝑓2)
 ..........Eq.1 

            Where 𝑆𝑥𝑥(𝑓1, 𝑓2)  represent the power spectra, 

𝑆𝛿(𝑓1, 𝑓2) is additive noise and 𝐻(𝑓1, 𝑓2) represents filter. 

Weiner filter removes the noise using the compression 

technique.  

3.1.2. Contrast Limited Adaptive Histogram 

Equalization(CLAHE) 

           CLAHE is employed to amplify the contrast of the 

noise removed image. Amplification of the contrast in image 

is carried out on partitioning the image into small definite non 

overlapping regions of equal sizes. It is represented as tiles. 

Partitioning is carried out on basis of interpolation of 

neighbouring pixels. Neighbouring pixel is combined to 

remove artifacts in the image.  

 

Figure 2: Partition of the Input Image using CLAHE 

technique  

          For an instance, the fabric image partition is 

represented in figure 2. This output partition in three varied 

clusters of regions termed as corner region which contains 

four sides, border region contains 24 regions and finally inner 

regions contains the 36 regions.  

• Histogram Computation On basis of Clip Limit 

           Clip limit is parameter for enhancing the contrast of 

image regions on computing the histogram. Histogram is 

computed on basis of the clip limit. Histogram is redistributed 

to entire region with a condition that height should exceed 

beyond the clip limit. Further number of pixel has to be 

computed for each region which represented with grid size.  

• Cumulative Distribution Functions 

           Cumulative Distribution Function is employed for 

contrast enhancement and for grayscale mapping. Cumulative 

Distribution function transforms each region into uniform 

density function with histogram equalization mechanism. In 

this part, pixel mapping is carried on merging the pixel of the 

various regions together.   

No of grey scale pixels in each regions are represented as M  

 Hij(n) is the histogram of the image region  

If hij(n) > Clip limit  

      Enhance the contrast of the image 

Else  

    Select next region for contrast enhancement   

Compute CDF for mapping of contrast similar regions

  

     CDFi,j (n) = 
1

𝑀
∑ x𝑛

𝑘=0 hi,j(n)  .....Eq.2 

               It combines the corner regions and border regions as 

initially and it propagates to inner regions to increase the 

image quality 

3.2.  Image Segmentation – Low Rank 

Decomposition Model  

               Image segmentation is carried out on the contrast 

enhanced image using global thresholding and low rank 

decomposition model. It segment it into the various regions 

on basis of pixel information’s by grouping the neighbouring 

similar pixels intensity or textures to represent a mask as low 

rank and sparse on basis of the threshold[17]. The non-

defective regions of fabric images are macro-homogeneous 
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and highly redundant, and they can be treated as the low-rank 

subspace. Contrast enhanced image is represented in matrix 

form towards segmentation.  

         Compute threshold  

                  Threshold = E∑ 𝑝𝑛
𝑖=0 (I) ...Eq.3 

                        Segments of the image is 

o(r,c)={
𝑝𝐼(𝑟, 𝑐) > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

   𝑝𝐼(𝑟, 𝑐) < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
 

Where r represent the row and c represent column 

              Low rank segment considered as background or 

redundant pixels of the image is considered as low rank 

subspace. Sparse matrix is considered as foremost region of 

the image which is considered as defect part of the fabric 

material. Low rank decomposition model eliminate the low 

rank segments. Decomposition of the low rank segments 

follows the convex relaxation theory. Convex relation theory 

is formulated on patterns.  Low rank decomposition is given 

as  

                 Convex relaxation = Min (rank (A) +𝞭 ‖𝐸‖ ....Eq.4 

   Where A is the low rank matrix and E is the sparse matrix 

containing defect region.  

3.3. Improved Discriminant Convolution Neural 

Network 

                Defect segment of the image is processed using the 

DefectCNN which considered as improved discriminative 

connected convolution neural network. Discriminative 

Convolution Neural Network composed of the several layers 

such as Convolution layer, Max Pooling layers, Activation 

Layer, Dense Layers, Fully connected layer, Softmax layer 

and loss layer. It is employed for deep feature extraction and 

feature classification. Deep feature vector of the defect region 

considered as sparse matrix.   

• Convolution Layer  

              Convolution layer is capable of learning hierarchical 

and representative features[13]. The convolution layer 

composed of multiple filter or kernel to convolve with 

complex texture of the defect segment to abstract the versatile 

features to derive the feature map which is termed as 

activation map. Convolution is mathematical operation is 

represented as multiplication of the image matrix and 

multiple filter to extract deep features with semantic 

properties as it capable of locating the salient region. It 

contains the texture details which help to locate the 

boundaries.  

             Feature matrix of fabric defect segment 5*5 is 

multiplied with kernel 3*3 matrix to provide convolution 

matrix or feature map. Convoluted of the sparse feature is 

represented as saliency map.  

 

 

 

 

=    

 

         Feature Matrix                  Kernel Matrix          Feature Map 

               The convolution layer provides the feature map on 

the convolution operations by concatenating activations. 

Convergence of the feature map is carried out using epoch 

and it increase the feature generation on normalization of the 

activation function represented as ReLu to obtain the linear 
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feature map on certain convolution layer. Distance among the 

feature is computed employing cosine distance measure  

Cosine distance of the features in the feature map is evaluated 

as  

                Cf = y(mtft+c)

          

                            

• Pooling layer  

           Pooling layer further reduces the sparse features of the 

image or region segmented.  Hence it is considered as max 

pooling of the high level features of the defect segment. It is 

also termed as down sampling of spatial features on 

decreasing the dimension of the defect feature on retaining 

only selected weighted features. Selected weighted feature 

has greatest pixel value. Feature pooling of the convoluted 

matrix is presented as  

 

=  

 

Convoluted feature                             Max pool Features  

              Max Pooling layer connects the texture features into 

small patches on account of the pixel values. Max pooling is 

used to estimate the greatest no of the features to the each 

subset. It further enhances the model generalization [13]. 

• Fully Connected Layer  

                 Fully connected layer of the CNN is organized as 

fully connected layer with multiple constraints to process the 

feature map. Activation map is obtained using max pooling 

as it returns maximum value from the segment of the image 

processed using kernels. Activation map is transformed into 

tabular structure to perform the classification easily. In 

addition drop out layer is incorporated in the model to 

eliminate the overfitting issue during classification on 

reducing the correlation among the neurons.  

                    Fully connected layers of the model is used to 

learn the flattened features with weights and bias to classify 

the flatten features using softmax layer on basis of defect 

classes such as Hole , Color Spot, Thread Error  and foreign 

body. Discriminative feature map is composed of the pixel 

features. Fully connected layer uses the activation function to 

process feature normalization or feature flattening as layer to 

eliminate the non-linearity and over fitting issues in the 

feature. Fully connected representation of the feature 

extraction and classification is represented in the figure below  

 

Figure 3 : Architecture Diagram of the proposed model 

                Softmax layer is employed in the fully connected 

layer to generate the defect classes by deducing the feature 

vector into defect class vector. It is to verify the reliability of 

the model. Further loss layer is incorporated in fully 

connected layer to minimize the feature variance on the 

classes of the features. The closest approximation of the 

testing sample may be from various classes, which represents 

that the minimal residual may be derived from numerous 
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classes. The finial classification result is generated by 

integrating the results based on the voting rule.               

The class coefficients for the saliency feature interpretation is 

given by class objective function as  

                                             
XY 10  +=  

 Where the class coefficients are represented as  

                                          
( ) −

 −
=

221
xxn

yxxyn


                                               
 

            The integral derivates of the class objective function 

with respect to the class coefficients has been extracted on 

estimation of Error Sum of Square (SSE).  Softmax layer 

which follows delta rule is given by loss function of the hyper 

parameters.  It is to determine multiple linear weights of pixel 

features. In addition, feature weight can be computed through 

iterations.  
                                      

∆Wi =C(t-net)xi
 

                where    ‘c’  is the learning rate  

                              ‘x’  is input for that weight 

               On the objective of minimizing the SSE and solving 

loss of the classifier, Delta rule will be updated.  Algorithm 1 

explains the working of the proposed fabric defect 

classification model  

Algorithm 1: Defect Classification 

Input : TILDA Image Dataset  

Output : Fabric Defect Classes  

Process  

    Preprocess  

      Image Denoising ()  

            W= Weiner Filter( matrix( Input Images)) 

       Image Contrast Enhancement () 

                        Normalized Image N = CLAHE (W) 

                                Histogram () 

                                    Clip Limit () 

                                          Cumulative Distribution Function 

() 

   Image Segmentation  

     Segment S= Global Thresholding (N) 

         Compute Signature of the each pixel) 

              For (Pixel length [i]!=0) &( Pixel length >0) & (Pixel 

length ++) 

                   If ( Pixel value of the pixel 1= Pixel value of pixel 

2) 

                      Merge Both pixel and group the pixel and mask 

it with boundary  

                          Else If (Pixel value of the pixel 1= Pixel 

value of the pixel 3) 

                        Merge both pixel and group the pixel and 

mask it with boundary 

        Segment S= (Sparse Segment, Low rank Segment) 

    Feature Extraction and Classification ()  

      DefectCNN() 

        Convolution Layer () abstract the high level feature  

           Kernel () with different weights and bias  

               Striding = Feature  

                   Activation function (feature) = Feature map 

           Pooling layer () reduces the higher level feature  

                    Max_pooling() gathers maximum value feature 

to produces activation map 

               Fully connected Layer ()  

                        Drop layer () 

                                   Eliminate the feature overfitting on 

estimating the correlation () of the features 

    Flatten layer () normalizes the image 

features  

                               Softmaxlayer classifiers the features into 

defect classes 

                                     Loss layer minimizes the feature 

variance in class generated  

                                         Output layer () generates the defect 

classes  

        Output = {Hole, Color Spot, Thread Error, Foreign 

Body} 

                Algorithm explains the processing of the images 

towards classification of the fabric defect into multiple 

classes on basis of the complex and diverse feature processing 

in the unique discriminative convolution neural network. 

4. Experimental Results  

            In this section, performance analysis of the 

experimental outcomes has been computed and evaluated on 

cross fold validation to TILDA dataset [14]. Performance 

analysis of architecture is exhibited on the optimal parameters 

for the proposed architecture for fabric defect classification. 

The architecture is simulated in matlab tool. The dataset 

containing fabric defect images was classified into training 

set, testing set and validation set.  

           In this 80% of images is employed to train the 

proposed learning architecture and 20% was employed to test 

the proposed architecture. On 80% training images, it further 

classified into 60% for training the architecture and 20% to 

validate the trained model. 5 fold cross validation has been 

used to enhance the accuracy of the proposed architecture in 

defect classification [10]. DCNN training parameter has been 

illustrated in the table 1 
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Table 1: DCNN training parameters 

Parameter Value 

Activation Function ReLu 

Learning rate 10-6 

Loss Function  Cross Entrophy 

Batch size 10 

Drop Out  0.4 

Max epoch  100  

 

            The fabric defect images taken for processing of the 

defect classes will measure the variation in the fabric defect 

type and its values in terms of ground truth value from 

TILDA dataset. Fabric defect feature on texture patterns is 

measured effectively using the pixel value of the defect 

region. Figure 4 illustrates the model results of the defect 

classification of the fabric on employing the proposed 

architecture.  

 

Figure 4: Defect Detection 

              Figure 4 illustrates the evaluation of learning models with respects to the precision [15]. In this model, defect feature 

produce high accuracy in the classification of the fabric defect on the processing fabric.  

 

Figure 5: Evaluation of Fabric Defect Classification Architecture with respect to precision  

           The precision, recall has be calculated using confusion 

matrix with parameters like true positive, false positive, false 

negative and true negative. Performance values have been 

extracted from on different instances of classes to determine 

the performance accuracy on the defect pixel value at 

different sparse region of the model and it is compared with 

conventional approaches for defect classification.  
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Figure 6 : Evaluation of Fabric Defect Classification Architecture with respect to Recall 

               Figure 6 illustrates the performance of the proposed 

architecture towards classification of the fabric defect images 

in terms of recall on the defect class’s results with reduced 

high level features of the convolution layers. On analysis, it 

produces the effective results on true positive values 

computation. Figure 7 provides the performance results of the 

f measure on results of classes containing fabric defect types. 

 

 

 

Figure 7 : Evaluation of Fabric Defect Classification Architecture with respect to F measure 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 11 

Article Received: 10 September 2023 Revised: 20 October 2023 Accepted: 30 October 2023 

___________________________________________________________________________________________________________________ 

 
    334 
IJRITCC | September 2023, Available @ http://www.ijritcc.org 

                It is interesting that the accuracy values of the 

proposed model are high in the classification of fabric defect 

images on multiobjective activation functions of the defect 

CNN classifiers. It classifies the discrete feature texture. This 

paradigm can be applicable to any type dataset of fabric 

defect images [18]. Table 2 represents the performance of the 

classification accuracy on proposed classifier against 

conventional approach.  

Table 2:  Performance computation of proposed architecture on Fabric Defect Classification  

Techniques  Classes  Precision Recall F measure  

Proposed Technique  –

Improved Discriminant 

Convolution Neural 

Network 

Color Spot   0.997 0.914 0.981 

Foreign Body  0.978 0.904 0.981 

Thread Error 0.987 0.912 0.989 

Existing Technique- 

Convolution Neural 

Network 

Color Spot  0.947 0.891 0.963 

Foreign Body 0.937 0.921 0.942 

Thread Error 0.947 0.901 0.954 

      

          

Performance of the proposed approach produces the 

classification maps with high classification accuracy [10]. 

Proposed model can highly minimize the data redundancy 

and enhances classification efficiency on basis of the dataset. 

Finally proposed model is high capable in producing high 

accuracy on capturing the distinctive features and information 

between various fabric defect classes across various fabric 

image dataset.  

 

Conclusion  

               Improved discriminative convolution neural model 

for locating, detecting and classify of the defects in the fabric 

materials has been designed and implemented. Initially fabric 

image preprocessed on basis of the noise filtering through 

wiener filter and image enhancement through CLAHE 

technique. Enhanced image is segmented using image 

threshold technique to segment it into the low rank and sparse 

region. Segmented sparse regions representing the defects are 

projected to the convolution neural network. Convolution 

layer of network is to extract the high level features from its 

composition containing kernels with different weights on 

striding to produce the feature map containing gradient and 

edge of the images.  ReLU activation function is applied to 

reduce the non linearity among the features in the feature 

map. Pooling layer of the model down-sample the convolved 

features to produce the activation map. Activation map is 

transformed into tabular structure to perform the 

classification easily. In addition drop out layer is incorporated 

in the model to eliminate the overfitting issue during 

classification on reducing the correlation among the neurons. 

Fully connected layers of the model is used to learn the 

flattened features with weights and bias to classify the flatten 

features using softmax layer on basis of defect classes such as 

Hole , Color Spot, Thread Error  and foreign body.  

Experimental analysis of the proposed architecture is carried 

out on TILDA dataset using cross fold validation to analyse 

the representation ability to discriminate the features with 

large variance between the different classes.  
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