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Abstract—The ability of modern artificial intelligence techniques to analyze complex data, including medical images, with greater 

precision and depth has significantly increased the amount of real-world data that can be collected for scientific research. This has led to the 
development of a global library and elevated computing choices to meet the demand for training model calculation. The development of medical 

image biomarkers involves additional processes that don't necessitate spending so much money on expensive computer resources. To collect 

and manage cancer data, this study presents a Blockchain-enabled deep learning framework for the Kubernetes cluster which replicates the 

training set of parameters of DL techniques across remote cluster nodes. Healthcare providers' data will be synchronized thanks to the distributed 
storage system known as the blockchain. Data are gathered for this suggested framework utilizing the Kaggle Dataset from several hospitals. 

Data preprocessing shows pixel correction and data augmentation. Following data preprocessing, U2-Net segmentation is used to segment up 

the images. This article uses blockchain to decentralize data, security, and privacy. A system called Kubernetes cluster is used to manage diverse 

containerized applications, Workload Distribution, Scalability, and Storage Management. The Kubernetes cluster is revealed in the study when 
investigating the cancer prediction capabilities of the hybrid learning algorithms VGG19 and BiLSTM. This proposed paper forecasts the article 

and explains the various applications for breast, kidney, and oral cancer predicated on the Blockchain-Enabled deep Learning model on 

Kubernetes and providing authentication for the use of the majority of the platform's features using a provided case. 

Keywords-Deep Learning,Blockchain technology, KubernetesCluster, Healthcare industries, U2-Net segmentation, Privacy protection,VGG19 

and BiLSTM,cancer images. 

 

 

I. INTRODUCTION 

In the most recent years, DL has emerged as the most 

promising strategy for next generation. The DL technique 

serves as a powerful analytical tool for reliable mining (feature 

extraction and representation) of large amounts of unstructured 

IoT data, including audio and image data produced by various 

IoT devices [1]. Many activities, including object detection, 

speech recognition, image classification, and other processes, 

utilize the mined data. Application-aware data created by 

terminal devices must be continuously provided for big data 

analysis utilizing DL to be accurate and timely. 

Data ownership and security are the two areas in which 

healthcare systems are concentrated. Due to the patient health 

records system's poor security network, sensitive data may be 

exposed and utilized inappropriately by a third party [2, 3]. Data 

ownership is another factor since patients do not control their 

health records. Patient health records are now stored 

electronically rather than manually as they once are. The 

application of blockchain techniques in the medical field is a 

new exploit every day fresh research is available in this area to 

support this transformation and to induce new techniques for 

running and maintaining healthcare information. 

Blockchain technology has drawn the attention of many 

academics, organizations, and businesses, particularly in the 

context of the use of the digital currency Bitcoin. A peer-to-peer 

network's transactions can be safely recorded on a blockchain, 

a decentralized ledger. Additionally, it makes transactions 

transparent and verifiable. Blockchain-based systems' main 

objective is to make it possible for two parties to conduct secure 

transactions without the use of an intermediary. Blockchain is 

capable of running on millions of devices and aids in protecting 

the anonymity of numerous reports. One of the top sectors in 

today's technology for communications and information market 

is the healthcare sector. The IoT within the healthcare sector has 

now made it possible to keep electronic medical records and 

monitor patients from a distance. Because of the quantity and 

variety of healthcare data produced by multiple sources, 

questions regarding the data's accuracy are also raised [4-6]. 
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Medical data can also be used for a variety of purposes, such as 

cancer prediction. As a result, it is difficult to verify data quality 

when combining data from different devices.  

Deploying blockchain nodes on Kubernetes (such as 

Cryptocurrency or Hyperledger Fabric) is one technique to be 

using Kubernetes with blockchain technology. These nodes' 

deployment, scalability, and availability can be managed via 

Kubernetes, which can enhance the blockchain network's 

dependability and scalability. Blockchain data will be 

distributed and scaled using Kubernetes. To store the 

blockchain data, Kubernetes offers a variety of storage choices, 

including permanent volumes and object storage [7, 8]. 

A. Blockchain in Healthcare 

Patient health data can be exchanged and stored on a very secure 

platform using blockchain technology without worrying about 

data loss or misuse. It is possible to use an EHR architecture 

built on a blockchain, which fosters interoperability and trusts 

between all parties. To store medical data, it has an immutable, 

distributed auditable, chronological, and time-stamped ledger. 

It's critical to comprehend how a secured blockchain function 

before deploying blockchain technology in healthcare 

businesses [9, 10]. The distributed storage system known as 

blockchain promises to synchronize data among health experts. 

Each block contains personal medical data that can only be 

accessed with permission. The benefits of blockchain include 

decentralized storage, permission, immutability, and enhanced 

capacity. 

B. Kubernetes Cluster 

An open-source container orchestration framework called 

Kubernetes automates the scaling, administration, and 

deployment of the containerized program. The smallest 

execution unit in a pod on the Kubernetes framework is a 

grouping from one or more containers. Pods share storage, have 

a specific cluster IP, and are closely connected. Figure 1 depicts 

the master and worker nodes that make up the Kubernetes 

cluster. Every node can run on a physical system or a virtual 

machine. By default, only one master node supervises the 

cluster, however, to achieve high availability, many master 

nodes might be employed. The kube-controller, kube-apiserver, 

ectd, and kube-scheduler are just a few of the parts that make 

up the master node. Using the kube-apiserver, the entire 

Kubernetes cluster is accessible to the Kubernetes control plane. 

It accepts all requests from the client and every other cluster 

member, authenticates them, and changes the related 

Kubernetes database objects [11-13]. Using apiserver, the kube-

controller continuously monitors the attempts to alter the shared 

state of a cluster from its present state to its preferred state. 

Unscheduled pods are found by the kube-scheduler, which then 

deploys them to the proper node in the cluster. Affinity and anti-

affinity specifications, resource needs, 

hardware/software/policy constraints, and policy 

considerations all have an impact on the scheduling choice. 

Every cluster of data, including configuration information and 

the cluster's status, is kept in a distributed, etcd, and a consistent 

key-value store. 

 
Figure 1.Architecture of Kubernetes. 

C. Contribution 

The following are the work's main contributions: 

• To combine heterogeneous compute backends 

customized for varied workloads on a deep learning 

and synchronized distributed data storage system. 

• In the proposed framework, images are segmented by 

U2-Net segmentation. 

• To propose a hybrid model of VGG19 and BiLSTM 

for cancer prediction. 

• To deploy permissioned blockchain using Hyperledger 

fabric on Kubernetes cluster to enable scalable 

networking across blockchains. 

• To efficiently transmit disease prediction information 

utilizing the safe transactions of blockchains. 

The remaining information is structured as follows. Part II 

provides a summary of similar work. Part III explains the 

foundational components of the Blockchain-Enabled deep 

Learning on the Kubernetes system for cancer image prediction. 

Part IV discusses the framework's performance evaluation and 

implementation results. Lastly, Section V includes conclusions 

and recommendations. 

II. LITERATURE SURVEY 

To collect and manage cancer data, this study presents 

a deep learning framework for illness prediction on the 

Kubernetes cluster that is Blockchain-enabled. This framework 

distributes the learning model parameters of DL algorithms 

among remote cluster nodes. Artificial intelligence (AI) 

algorithms can be used in the procedure for gleaning valuable 

lessons learned through medical imaging (i.e., deep learning or 

machine learning). These algorithms have been used in a variety 

of industries, such as healthcare and medicine. In recent efforts, 

a blockchain-based approach to decentralized learning has been 

proposed. A technique that encourages multi-center machine 

learning is distributed learning. After that, the scientific 

community began to pay close attention to blockchain 

technology. Because of this early success, blockchain 

technology is now being used in the healthcare sector. Now, 

among other applications in healthcare and other fields, 

Blockchains can be utilized to assure secure data exchange, 

compliance with license restrictions, and the prevention of 

medicine counterfeiting. 

Ramanan et al. [16] provided a solution to the issue in the health 

sector using a secure, invasive, blockchain-based data transfer 

and the CPS classification methodology. This study provides an 
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appropriate framework for analyzing the mammography image 

to identify and categorize distinct cancer stages. Images are 

extracted from the mammography and put through several 

processing processes to detect breast cancer. To protect patients' 

privacy, healthcare institutions as well as other organizations 

are unwilling to disclose patient information. Here, secure data 

transmission based on the blockchain is used. A smart gateway 

using blockchain has three layers: a gateway layer and a device 

level. To provide consumers with knowledge anywhere and in 

every situation, blocks are traded. They possess a fixed ID as 

well as the computing power to carry out PKI and SHA2 

encoding and decoding operations. 

Noorbakhsh et al. [17] presented to demonstrate how CNNs can 

be consistently used among numerous types of cancer, allowing 

evaluations to discover common spatial characteristics. We 

create a CNN framework to classify tumor/normal, cancer 

subtype, and mutations in 27,825 eosin, hematoxylin, & 

scanned pictures from the CGA. Breast, bladder, and uterine 

cancers all exhibit spatial characteristics that are very simple to 

spot, indicating that these malignancies could serve as standard 

kinds for image analysis. We used the LUSC and LUAD slides 

from the CPTAC dataset to test the trained CNNs' cross-

classification accuracy. Finally, using 170 colon and breast 

cancer pictures annotated by pathologist tissues, we compare 

and contrast CNNs and discover that both intercellular and 

cellular regions influence CNN reliability. 

Toka et al. [18] demonstrated a scaling engine for Kubernetes 

that can automatically decide how much capacity is needed to 

handle the actual unpredictability of incoming requests. Using 

a short-term assessment loop, this engine pits multiple machines 

learning forecasting techniques against one another to 

constantly favor the approach that best matches the dynamics of 

the real request. Also, they added a small management 

parameter that would make it simple for the provider of cloud-

tenant applications to determine the optimal balance in the 

exchange between resource over-provisioning and SLA 

violations. Through analytical modeling and assessment of the 

existing Kubernetes behavior, they motivate the scaling 

solution. 

Zerka et al. [19] introduced Machine learning with Chained 

Distributed, a ground-breaking sequential distributed learning 

approach combined with a blockchain platform for distributed 

learning. C-DistriM would be practical and produce results that 

are comparable to those of a traditional centralized strategy. 

Health centers can dynamically engage in distributed learning 

model training thanks to C-DistriM. We demonstrate how C-

DistriM can forecast survival from lung cancer two years from 

now using the NSCLC-Radiomics open data. This proof-of-

concept work is presented using the open Radiomics- NSCLC 

dataset. By storing unprovable data of the training procedure on 

the blockchain, C-DistriM promotes confidence between the 

partners. The reference standard is the model developed using a 

centralized approach, in which the training is conducted without 

integrating the blockchain, and all the data is kept in a single 

database. 

Nasir et al. [20] suggested a solution that employs the early 

detection of kidney cancer using various deep learning 

algorithms and the Internet of Medical Things-based transfer 

learning technique. It also involves blockchain-based cloud 

services and transfer-learning trained models for patient data 

protection. Data is originally collected from several hospitals 

using the IoMT method, then sent to the data preparation layer 

of the suggested architecture. Pixel augmentation and data 

preparation are visible in the data preparation. After preparing 

the data, the suggested method separates it into training and 

validation data before storing it within a blockchain-based 

private, secure cloud. The next phase of the process involves 

importing information from a private cloud into the training 

layer, which then provides the deep learning methods Stochastic 

Gradient Descent Momentum (SDGM), Adaptive Momentum 

Estimation (ADME), and Root Mean Square Propagation 

(RMSP) to train the data samples. The most effective learning 

algorithm from private cloud Z should be imported in the last 

phase, coupled with samples of validating data from a private 

data cloud. Then, kidney cancer should be predicted using the 

testing protocols. 

Nguyen et al. [21] provided a safe intrusion detection and 

classification methodology for CPS using blockchain-based 

data transmission in the healthcare industry. The method that is 

being given uses sensor devices to do data collecting, and the 

deep belief network (DBN) model is used to detect intrusions. 

Additionally, the proposed methodology accomplishes privacy 

and security by creating numerous shares of the acquired image 

using the multiple share creation (MSC) concepts. Also, the 

residual network (ResNet) based classification model, which 

uses blockchain technology, is implemented on the cloud server 

for safe data transmission to detect the existence of the disease. 

Durga and Poovammal [22] created a cutting-edge technique 

based on the FL paradigm and the blockchain. Reduced 

complexity is taken care of by the federated learning paradigm, 

and distributed data with privacy preservation is made possible 

by blockchain. The suggested FL ensemble five deep learning 

blockchain (FLED-Block) model, collects data from various 

healthcare facilities, is developed using a hybrid capsule 

learning network, and data from multiple healthcare facilities 

are gathered, and produces precise predictions while preserving 

privacy and sharing among authorized parties. As the initial 

phases in the data normalizing process, spatial normalization 

and signal normalization are used. Then, COVID-19 patterns 

are found in lung CT scans using deep learning techniques. The 

ensembled capsule system is used for image segmentation & 

training to increase generalization. The ensemble learning 

machines are then used to classify the COVID-19 photos 

(ELMs). Lastly, to create both the globalized model and the 

privacy issue that must be addressed, we use the FL technique. 

Although emerging technologies like distributed learning 

present a way ahead, they unfortunately frequently suffer from 

a lack of openness, which erodes confidence in the data utilized 

for analysis. The existing framework has high Latency and low 

throughput compared to the proposed method. 

III. METHODLOGY 

This research demonstrates a Blockchain-enabled deep 

learning framework for disease prediction on the Kubernetes 

cluster that distributes the learning model parameters of DL 

algorithms across remote cluster nodes to gather and handle 

cancer data. Using a database of contests from the online data 

science site Kaggle Dataset, data is initially gathered for the 
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proposed framework from several hospitals. Data preparation 

shows pixel correction and data augmentation. The suggested 

model uses multiple image processing techniques for pixel 

correction to enhance the quality of the data sample for 

improved prediction efficiency. To overcome the limitations of 

imbalanced data, the suggested system employed data 

augmentation techniques to balance the data samples. Further 

data preprocessing, images are segmented by U2-Net 

segmentation. This will aid in streamlining the segmentation 

procedure. A blockchain-enabled Kubernetes cluster can offer 

several benefits in terms of security, scalability, and reliability 

to manage and deploy containerized applications. It can 

automate the scaling, deployment, and containerized 

applications management. Blockchain is a decentralized and 

tamper-proof digital ledger technology that can enable secure 

and transparent data sharing and management. In this proposed 

framework using hybrid learning algorithms VGG19 and 

BiLSTM to predict cancer such as breast, kidney, and oral 

cancer. 

 

 

 
Figure 2. Block representation of the suggested framework. 

 

A. Data collection: Kaggle Dataset 

Since its founding in 2010, Kaggle has emerged as the 

top community for data scientists to work together to explore and 

create data-based models, compete, and connect with one 

another primarily through dynamic notebooks and forum 

discussions [23]. The community is expanding, and there are 

currently 2.9M users from 194 different countries. Data 

scientists and machine learning aficionados can engage in 

challenges on Kaggle, a well-known platform for data science 

competitions, and demonstrate their abilities. Also, Kaggle 

provides access to a sizable collection of datasets that may be 

used to practice data analysis and machine learning. In Kaggle, 

thousands of datasets are available, covering a variety of subjects 

like business, medicine, sports, politics, and more. These 

datasets are frequently added by members of the Kaggle 

community or by businesses that want to share their data with 

others. 

B. Data Pre-processing 

Data preparation involves pixel correction and data 

augmentation. To solve the shortcomings of unbalanced data, 

the suggested approach employed data augmentation methods 

to balancing the data samples. One of the key picture 

preparation methods that can be used offline or online is data 

augmentation. While online augmentation techniques are 

mostly employed with huge datasets, offline augmentation 

methods are employed to enlarge tiny datasets [24]. Rotation, 

Flipping, Translation, Scaling and Shearing, Zooming, and 

Adding Noise are examples of data augmentation procedures 

for image data. In data pre-processing for image data, pixel 

correction is a technique that involves adjusting the pixel values 

of images that may have been warped by the lighting, the 

camera, or other elements. Brightness and contrast adjustment, 

color correction, picture normalization, image filtering, and 

image cropping are some of the pixel correction methods used 

for image data. Pixel correction is a crucial step in the 

preparation of image data since it has a big impact on how well 

machine learning model’s function. High-quality photos can 

help the model learn and generalize to new data, whereas 

inconsistent pixel values might cause mistakes and unreliable 

predictions. Images are segmented utilizing after image 

preprocessing. 

 

C. U2-NETSegmentation 

The sophisticated deep learning model U2-Net builds a mask 

for background removal, which is then utilized to segment the 

image using Pillow libraries and OpenCV image processing 

features, as detailed in. The U2-Net model receives the 

background-containing image and creates a mask for it. By 

removing the backdrop from the original image, and to extract 

the area of interest, the mask is utilized [25]. Figure 6 illustrates 

the process of segmenting leaves from images utilizing the U2-

Net model, with the object of interest represented by the white 

portion of the mask and the backdrop by the black portion. 

 

 
Figure 3. U2-Net segmentation. 

D. Blockchain 

Blockchain is capable of running on billions of devices and aids 

in protecting the anonymity of numerous reports. One of the top 

sectors in today's technology for communication and 

information market is the healthcare sector. The IoT in the 

healthcare sector has now made it possible to keep electronic 

medical records and monitor patients from a distance. Because 

of the quantity and variety of the healthcare data produced by 

multiple sources, questions regarding the data's accuracy are 

also raised. Medical data can also be used for a variety of 

purposes, such as prediction and diagnosis. As a result, it is 

difficult to verify data quality when combining data from 

different devices. As healthcare data are exchanged over the 

network, data confidentiality issues occur, and if the data is kept 

in a prominent central location, there is a risk of single-point 

failure. Moreover, centralized approved storage makes a denial-
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of-service attack more likely to occur [26]. The blockchain 

makes it possible to find a solution to the problems described 

previously. The distributed storage system known as blockchain 

promises to synchronize data among healthcare providers. Each 

block contains private health information that is only accessible 

to those with permission. 

The benefits of blockchain include immutability, decentralized 

storage, permission, and enhanced capabilities. As blockchain 

data is immutable, nobody else can alter it, and machine 

learning algorithms may be used to create any illness prediction 

model. Blockchain can provide a decentralized solution for 

security and integration. By trying to make the stored data and 

digitally signing each block to ensure a high level of legitimacy, 

the blockchain offers potential benefits. As the healthcare sector 

contains numerous participants and demands a high degree of 

trust between them, blockchain may be an appropriate option. 

Generally speaking, blockchains are perfect for highly 

dispersed systems where there is a large potential for activity 

tracking and where the accuracy of the data is crucial. It 

distributes the data throughout the medical field while 

preserving confidentiality and privacy [27]. Sharing data 

between hospitals that are the source and the requester must be 

secure. Hospitals are only able to disclose learned models to 

requestors, not the entire data set. The hospitals can connect, 

and federated data is used to learn using a consensus 

mechanism. Data from requesters and providers are kept on 

blockchain nodes. Only learning models, not the original data 

itself, are provided to protect data privacy. Every hospital 

uploads its image datasets for group learning during the first 

phase. In the next phase, hospitals communicate the adequately 

trained network weights with the blockchain and combine all of 

the local models into global models via federated learning. 

 

E. Kubernetes cluster 

A system called Kubernetes is used to manage diverse 

containerized applications across several hosts. It offers the 

fundamental tools and features needed for the deployment, 

upkeep, and scaling of numerous and various types of 

applications [28]. The Kubernetes network, which is entirely 

open source, will offer a more scalable service that can be 

expanded as needed by users. The proposed system will have a 

master node connected to numerous client nodes, each of which 

will have specialized functions. These features will be available 

to users via the master node. 

 

TABLE I.  DIFFERENCES BETWEEN KUBERNETES AND CONVENTIONAL 

DISTRIBUTED SYSTEMS. 

Attribute Traditional Period Kubernetes Period 

DISTRIBUTION 

OF WORKLOAD 

Prior to this, there was 

no structure in place 

for dividing up the 

work services among 

several machines, 

therefore scheduling, 

allocating, and 

managing resources 

became essential. 

 

The master and worker 

nodes are connected using 

the SSH protocol, which 

makes it much simpler to 

divide work across the nodes 

and manage resources. 

SCALABILITY 

Scaling the resources 

to meet user needs and 

requirements is a 

problem. Scaling the 

resources demanded a 

significant labour and 

financial investment. 

Moreover, the cluster 

deployment would not 

function if one node 

went down. 

For the distribution of work, 

Kubernetes provides 

containers, and we can 

increase the resources as 

much as we need. Scaling 

the resources will enable 

efficient workload 

distribution and resource 

allocation. Kubernetes 

automatically restarts the 

container even if one fails, 

protecting the cluster in the 

process. 

REQUIREMENT

S OF THE 

SYSTEM 

There has been much 

discussion over how 

many resources are 

needed and how much 

CPU and memory 

(RAM) are used by the 

resources. Hence, in 

order for the work to be 

done effectively, we 

would need to work on 

incredibly powerful 

computers every time. 

Although there are also 

concerns with RAM and 

fundamental system 

requirements in this case, the 

user manages the CPU and 

RAM requirements for a 

specific container. The 

resources are automatically 

adapted and managed by 

Kubernetes so that the nodes 

are fully utilized. 

MANAGEMENT 

OF STORAGE 

Earlier, it cost a lot of 

money to store or 

install a storage system 

in our machine. Also, 

data centres were 

responsible for 

handling the data, 

raising concerns about 

its security. 

Using Kubernetes, we can 

mount storage based on user 

preferences and 

requirements. Depending on 

the data's legitimacy, the 

user can save the 

information in a public, 

private, or hybrid mode. 

 

Such criteria seek to identify the node that transfers artifacts a 

nodes from a distant repository particular dataset in the shortest 

amount of time for each new container request. With each new 

container request, we must select the node that has the required 

items in its central dataset in order to satisfy this need. Imagine 

that there are two nodes, node1, and node2 and that node1 has 

images A and B in its remote directory. Nevertheless, the local 

database of node2 only has image C. Any time a consumer 

provides a new container (container x) that requires image C, 

Node2 is by far the best node to use for container x execution. 

This is because node2 can expressly run container x even 

though it must delete image c from the server. 

Platform-as-a-Service (PaaS) cloud services may deploy and 

maintain containerized modules thanks to Kubernetes [29]. This 

is made possible by Kubernetes' capacity to spread out several 

pods across different machines, enabling the scalability of a 

constantly changing workload. Each pod can support many 

dockers, and these dockers are in charge of hosting the services 

related to the pod. Kubernetes offers a much-needed method 

that enables the deployed application's scalability and 

resilience, increasing the platform's elasticity. 

The goal of Kubernetes is to evaluate how well the Kubernetes 

mechanism works for building and running Kubernetes clusters. 

This cluster is created with the intention of making 

bioinformatics workflow deployment and scaling simple. The 

user may easily distribute resources and offer some front end 

functionalities (like logging). The network is designed to 

expand horizontally, and if the resources provided are 

insufficient, it will create slaves. 
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F. Feature Extraction 

By gradually extracting significant information, a distinct 

representation of the input image is created in each layer of the 

CNNs. VGG-19 is used in the suggested technique to extract 

important data from the images obtained. The visualization 

reveals the type of categorized image used in the depiction. 

 

1) VGG-19 

The sole aspect of VGG-19 architecture that differs from VGG-

16 is layer depth. It has three more layers, including three fully 

linked layers, five max-pooling layers, and 16 convolutional 

layers. There are 144 million parameters in the VGG-19 

architecture [30]. These layers comprehend intricate visual 

patterns for efficient training. The VGG-19 is practical due to its 

simplicity, which includes three convolutional layers stacked on 

top to expand with depth level. In VGG-19, the volume size is 

controlled by using max pooling layers. The two FC layers 

employ 4096 neurons. Figure 4 shows how the vessel 

segmentation photographs were used as input data by the 

VGGNet DNN. During the training phase, convolutional layers 

are used to extract features, and some of these layers also include 

max pooling layers attached to them to reduce the dimensionality 

of the features. To extract features from the input photos, the first 

convolutional layer has 64 kernels (3 × 3 filter size). Fully linked 

layers are used to build the feature vector. The gathered feature 

vector is subsequently put through SVD and PCA to reduce 

dimension and extract features from picture data for better 

classification results. It takes a lot of work to minimize the higher 

dimensional data using PCA and SVD. PCA and SVD are 

superior to other reduction techniques because they are faster 

and quantitatively more stable. Last but not least, the SoftMax 

activation technique is applied during testing to classify the DR 

pictures using 10-fold cross-validation. 

 

G. Classification 

a) Bidirectional LSTM 

In contrast to traditional LSTMs, bi-directional long term 

memory models, or BiLSTM, retain data for both the past and 

the future [31]. This kind of network is useful for applications 

where prediction depends on the complete input sequence. The 

input sequence is passed through one LSTM from beginning to 

end and another LSTM from end to the first patch in the 

sequence. A BiLSTM is created by combining these two 

LSTMs. The BiLSTM model is shown in Figure 4 with g(t) 

representing its state as it progresses backward through the 

sequence h(t) representing the state of the sub-BiLSTM as it 

moves forward through the ordered sequence and where t = 1, 

2, 3,..., m. V(t) is a representation that depends on both the past 

and the future of the sequence but is most sensitive to the current 

inputs. The output unit V(t) resulting from superimposing h(t), 

and g(t). An output vector V(t) is calculated as 

 

𝑉(𝑡) = 𝑓(ℎ(𝑡), 𝑔(𝑡))                      () 

When the two output sequences are combined using the 

function f. Concatenating functions, summing functions, 

average functions, and multiplication functions are some 

examples. The end result of a BiLSTM layer can be represented 

by the following vector, 

𝑉(𝑚) = 𝑓(ℎ(𝑚), 𝑔(𝑚))                      () 

  

in which Vm, is the predicted sequence. Such a network is 

helpful for predicting the label of the patch sequence because it 

only needs the final output vector to summarize a sequence. To 

train this network, information is back-propagated first through 

forward h states and then through backward g states using the 

cross-entropy loss function L. The weights are updated 

following forward and backward passes. Each set of sequences 

is sent through the BiLSTM algorithm once, and the expected 

output indicates the class of the sequence. For our prediction, 

we employed a SoftMax classifier. 

 

IV. RESULTS AND DISCUSSIONS 

The model developed using a centralized approach, in which all 

the data are held in a single database, and the training is carried 

out without incorporating blockchain technology, is utilized as 

the standard reference.  

A. Dataset used 

The data set that is utilized to test and train the suggested 

framework. Some of the key characteristics that are analyzed to 

predict breast, kidney, and oral cancer. The dataset's goal is to 

determine if a patient has had disease-related symptoms or not. 

Images are segmented using U2-Net segmentation after the raw 

data has been preprocessed with data augmentation and pixel 

correction. 

 

B. U2-NET 

A segmentation method called U2-Net uses deep learning to 

create a mask a mask made from the primary image, which is 

then utilized to split up the image as illustrated in Figure 3. The 

technique outperformed the Watershed as well as GrabCut 

techniques, as evidenced by the minimal number of erroneously 

segmented photos. 99%, 91%, and 96% of the photos in Table 

2 are accurately categorized as Susceptible, Healthy, and 

Resistant respectively. Figure 3 displays the segmentation 

outcomes on several U2-net image classes. Table 2 displays the 

outcomes of U2-Net on various classes. A tiny fraction of 

inaccurate segmentations is primarily due to photos with an 

inadequate focus on the leaf. However, few photos contain 

information other than leaves, such as a human hand, which 

makes it challenging to segment using the segmentation model. 

TABLE II.  SEGMENTED RESULTS AFTER USING THE U2-NET METHOD. 

Class 
Result 

(Total) 

Accurate 

Segmentation 

Inaccurate 

Segmentation 

Susceptible 735 707 28 

Healthy 673 667 6 

Resistant 516 468 48 
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C. Analysis of Security & Privacy 

The information is gathered from a wide range of sources, 

including hospitals that are outfitted with numerous different 

types of gadgets. The datasets have been divided across three 

separate cancer images to carry out accurate performance 

analysis. Many hospitals will have access to data-sharing 

benefits from DL as a result of this cooperation. Figure 1 

illustrates how the performance of our suggested Kubernetes 

model altered as the hospitals or providers changed. Results are 

better when a range of information sources are used. As seen in 

Figure 4(a), there are no gradual fluctuations in accuracy. The 

degree of accuracy attained directly correlates with the number 

of patient slices. The model loss can also be used in a similar 

way. Figure 4(b) illustrates how the model loss has converged. 

Figure 4(c) displays the F1-score obtained by the suggested 

model after dividing the data into three distinct cancer images. 

Figure 4(d) displays the time needed to execute models that 

utilize the DL framework. While the DL model is guided by the 

local models, the local model has been prepared to utilize the 

entire data. Performance increases significantly as the variety of 

data sources expands, as seen in Figure 4(a, b). Yet, DL does 

not sacrifice high accuracy and manages data transfer while 

upholding anonymity. 

 

A 

 
B 

 
C 

 

 

D 

 
Figure 4.A result obtained by the suggested blockchain-based approach. (a) 

Accuracy of the suggested model on dataset for three different cancers. 

(b)Model loss on dataset for three different cancers. (c) The proposed model's 

F1 score(d) Time of dataset for three different cancers. 

 

D. Computational Cost 

The multiple local DL learning techniques are compared with 

the suggested blockchain-based DL. Despite this, blockchain-

based federated architectures offer a very high level of privacy 

and security. Figure 5(A) demonstrates how the communication 

load increases along with the number of hospitals or 

transactions, increasing operational costs. Also, Figure 5(A) 

illustrates the computational expense of our suggested method 

for the various cancers with conventional DL models. 

 

A 

 
 

B 

 
Figure 5. (A), (B)comparison of the models' computing costs. 

 

E. CPU utilization 

The CPU utilization percentage is calculated after testing both 

architectures ten times. The Ubuntu operating system's TOP 
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command is used to calculate CPU utilization. To calculate the 

proportions of both servers in the two systems (Master and 

Worker Nodes in Kubernetes and Server 1 and Host 2 in 

Docker), the resource utilization is first recorded. Figure 6 

displays the CPU use for each pod. The machine's effective pod 

utilization rises as the number of CPUs grows. Consequently, if 

we wish to execute on local Virtual Machines, a high-

performance system is recommended for completing the cluster 

functions. 

 

 
 

 
 

 
Figure 6. Number of CPU vs requests. 

 

Instead of using centralized storage, the next round of research 

uses blockchain technology to store patient information. It is 

clear from Fig. 7(A) that as the quantity of patients in the 

network grows, so does the latency. Yet as opposed to peer-to-

peer storage, the latency is always kept as low as possible for 

blockchain-based decentralized storage. Blockchain-based 

storage outperforms centralized storage with a minimum 

accuracy of 34.63% once there are 200 patients. When there are 

800 patients, blockchain-based storage has a minimum latency 

that is 19.45% low compared to peer-to-peer storage. From the 

fewest number of users to the most, blockchain-based 

decentralized storage has the lowest latency compared to 

traditional storage solutions. 

A 

 
 

B 

 
Figure. 7(A). Comparison of latency. 7(B). Comparison of throughput. 

 

The following experiment measures the throughput for 

decentralized and peer-to-peer storage using a blockchain. It is 

clear from Figure 7(B) shows that, in terms of throughput, 

blockchain-based storage outperforms peer-to-peer storage. 

Blockchain-based storage outperforms peer-to-peer storage with 

800 patients, having a throughput that is 43.52% higher. 

 

F. Training and Testing 

The training data for adaptive moment estimate is enhanced with 

cancer patients. The suggested architecture included 1000 data 

points to train the three types of cancer. Figure 8 illustrates how 

smoothly and convergently training progress is. Also, security 

analysis distinctions refer to a systematic procedure to permits 

hospitals to draw conclusions from the vast majority of data 

while assuring that those findings prevent the separation or re-

identification of the data. In other words, the approach enables 

hospitals to make inferences from the vast majority of data while 

safeguarding personal information. Data security is increased 

because everything can operate automatically in accordance 

with a predetermined programme thanks to the system of 

distributed trust offered by BC Technology. The decentralized 

BCT uses a demanding set of algorithms, enabling it to guarantee 

that the data is correct, transparent, true, unaltered, and traceable. 

Data vendors are accountable for their data and are free to make 

any necessary alterations. Real data and the owner's digital 

signature are then added to the database that the BC keeps. The 

blockchain employs a vast number of cryptographic methods to 

ensure that user data is kept secret. A comparative is performed 

between the existing local DL learning models and the proposed 

blockchain-based model. Despite this, blockchain-based 

federated architectures offer a significant level of privacy and 

anonymity. The training and validation accuracy for the 

suggested models are shown in Figure 8. With the binary 

classification model, we witnessed improvements in all 

evaluation metrics, which showed how well our model 

performed throughout training, validation, and testing. 
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Figure 8. Training Dataset for Three cancer disease. 

 

G. Evaluation criteria 

The data must next be classified and assigned to a particular class 

after the necessary feature has been extracted. Since our data is 

balanced and amongst the different categorization performance 

attributes, our analysis employs the following evaluation 

parameters: sensitivity, specificity, accuracy, F1 score and 

precision. Below are the definitions for some well-known 

parameters: 

 
Evaluation criteria Formula 

Sensitivity 

TPFN

TP

+  

Specificity 

TNFP

TN

+  

Accuracy 

TNTPFNFP

TNTP

+++

+

 

F1 

ecisioncall

ecisioncall

PrRe

PrRe
2

+




 

Precision 

TPFP

TP

+  

 

H. Comparison of the Suggested Method with other 

Methods 

 

 

 

 

A 

 
B 

 
Figure 9. Comparison of Different Classification model (A)Analysis of 

Sensitivity and Specificity. (B) Evaluation of Segmented and Non-Segmented 

Image Accuracy. 

 

Figure 9(B) displays the classification performance for various 

classification networks using segmented and non-segmented 

data. The x-axis displays the classification network, while the y-

axis displays the proportion of correct classifications. For non-

segmented images, the suggested VGG19-BiLSTM model 

achieved 95.77%, while for segmented images, 99.1%. 

 

V. CONCLUSION 

In this study, a system based on a deep learning model on 

Kubernetes that is enabled by blockchain can predict cancer. To 

preserve electronic healthcare data and uphold a high level of 

privacy, blockchain is crucial. The building of predictive 

models using the current classical AI techniques frequently 

calls for centralized data storage and training, which increases 

computing complexity and compromises privacy. This study 

suggests using a blockchain-enabled Kubernetes cluster to 

safeguard data to solve the issue. For the best prediction of 

breast, renal, and oral cancer diseases from the data recorded in 

a blockchain, a proposed algorithm is utilized. When compared 

to existing methods, our classification model's training, 

validation, and testing performance reflects higher accuracy. 

The future application of this research can be expanded to 

include the prognosis of many human cancer conditions. 
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