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Abstract—  

 The usage of Wireless Sensor Network (WSN) is ubiquitous in nature. With the emergence of Internet of Things (IoT) technology and its 

unprecedented use cases, the role of sensor networks as part of IoT application became crucial. WSN became backbone of IoT to realize 

integration between physical and digital worlds and connectivity to Internet. However, IoT devices are resource constrained with limited 

computational capabilities. The entire network is distributed in nature and has increased complexity. Routing in such WSN integrated IoT 
network plays an important role in achieving meaningful communication among objects. In this context, it  is indispensable to have more energy 

efficient routing method. Since the IoT integrated sensor network is highly complicated, it is very dynamic in nature. Thus routing decisions are 

also dynamic leading to much importance to routing in such use cases. With the emergence of Artificial Intelligence (AI), it became possible to 

solve complex real world problems through learning based approach which acquires desired intelligence prior to making decisions. In this paper 
we proposed a deep reinforcement learning based routing mechanism for energy efficient routing in WSN-IoT integrated application. We 

proposed novel algorithms for network setup, formation of clusters and routing. Our method adapts to network changes due to energy levels, 

mobility and makes learning based routing decisions. We enhanced the method further with security to ensure its Qualityof Service (QoS) in 

presence of attacks. Our simulation study using MATLAB has revealed that the proposed secure routing approach outperforms existing 

protocols.  

Keywords- Wireless Sensor Network, Internet of Things, Energy Efficient Routing, Deep Reinforcement Learning, Secure Routing. 

 

 

1. INTRODUCTION  

Sensor networks became ubiquitous in the real world 

applications. In every conceivable field, the usage of sensors is 

evident. For instance, in healthcare, in transportation, in water 

conservation and so on, sensors play vital role. Since sensors 

can work in even areas where human manual observation is 

not possible. In other words, sensors are also deployed in 

hostile environments. With the emergence of IoT technology, 

sensor networks became indispensable for IoT applications. 

However, the problem sensors remain that they are resource 

constrained devices. Therefore, energy efficiency is desired to 

be improved in sensor network. It is also important in IoT 

integrated sensor networks. As IoT networks use sensors in 

large scale, it is important to propose novel approaches 

exploiting AI. Towards this end, this paper focuses on learning 

based approach for routing.  

IoT use cases became popular in the real world as IoT has 

revolutionized with unprecedented kind of applications such as 

smart home, smart city and smart healthcare to mention few. 

Many researchers attempted to improve routing in IoT 

integrated use cases as explored in [2], [9], [13], [14], [16] and 

[19]. Sarwesh et al. [2] proposed an architecture suitable for 

energy efficiency in IoT use cases. Krishnaraj and Smys [9] 

used IoT use cases for routing optimization towards energy 

efficiency. Shen et al. [13] proposed a centroid based routing 

mechanism for efficiency and energy conservation. Ikram et 

al. [14] focused on packet update caching mechanism in IoT 

use case for energy efficiency. Khan and Ali [16] implemented 

trust management in IoT network besides making it energy 

efficient. From the literature, it is observed there are plethora 

of routing approaches for energy efficiency in WSN and IoT 

networks. There are few researches that tried to use machine 

learning. There is need for learning based secure routing 

protocol by exploiting deep reinforcement learning. Our 

contributions in this paper are as follows.  
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1. In this paper we proposed a deep reinforcement learning 

based routing mechanism for energy efficient routing in WSN-

IoT integrated application.  

2. We proposed novel algorithms for network setup, formation 

of clusters and routing. Our method adapts to network changes 

due to energy levels and mobility and makes learning based 

routing decisions.  

3. We enhanced the method further with security to ensure its 

Quality of Service (QoS) in presence of attacks  

4. Our simulation study using MATLAB has revealed that the 

proposed routing approach outperforms existing protocols.  

The remainder of the paper is structured as follows. Section 2 

threw light on existing routing methods. Section 3 presents the 

proposed learning based routing protocol. Section 4 presents 

results of experiments. Section 5 concludes our work.  

2. RELATED WORK  

This section reviews existing routing protocols to find useful 

insights. Yarinezhad and Azizi [1] proposed a routing protocol 

for sensor networks liked to IoT considering link quality and 

geographical location. Sarwesh et al. [2] proposed an 

architecture suitable for energy efficiency in IoT use cases. 

Soundari et al. [3] defined an algorithm for energy efficient 

data collection in sensor networks using ML approach. 

Bhardwaj and Kuma [4] proposed a bio-inspired algorithm for 

multiple-objective routing. Kaur et al. [5] has reviewed many 

QoS-aware routing protocols that exploit computational 

intelligence. Khalid et al. [6] proposed a cooperative routing 

protocol that is not only secure but also energy efficient. 

Merlin et al. [7] focused on a routing protocol for MANET 

with trust based approach leading to energy efficient routing. 

Mathebula et al. [8] proposed SDN based approach to control 

operations for energy efficiency in WSN. Krishnaraj and Smys 

[9] used IoT use cases for routing optimization towards energy 

efficiency. Saima et al. [10] proposed an algorithm for 

efficiency scheduling and joint routing in IoT network.  

Farman et al. [11] focused in improving WBAN stability 

period in routing with energy usage optimization. Rui et al. 

[12] investigated on energy efficiency in WSN using SDN 

approach and also trust management. Shen et al. [13] proposed 

a centroid based routing mechanism for efficiency and energy 

conservation. Ikram et al. [14] focused on packet update 

caching mechanism in IoT use case for energy efficiency. 

Nivedhitha et al. [15] proposed a protocol for dynamic multi-

hop routing with energy efficient mechanism. Khan and Ali 

[16] implemented trust management in IoT network besides 

making it energy efficient. Other important contributions 

include network coding based routing [17], lion whale 

optimization [18], hybrid multipath routing [19] and game 

theory based routing [20]. From the literature, it is observed 

there are plethora of routing approaches for energy efficiency 

in WSN and IoT networks. There are few researches that tried 

to use machine learning. There is need for learning based 

routing protocol by exploiting deep reinforcement learning.  

 

 

 

 

3. PROPOSED ROUTING PROTOCOL  

We proposed a novel routing protocol for an IoT use case. 

Instead of traditional approaches, we exploited learning based 

approach which is based on runtime situations.  

 

3.1 Reinforcement Learning  

Our protocol is based on Reinforcement Learning 
(RL)which is nothing but a Markov Decision Process which 
involves different states (S), actions (A), transition probability 
(P) and reward (R). Figure 1 illustrates typical agent based RL 
approach which has an iterative process to make optimal 
decisions based on the interactions between agent and 
environment. Agents response to the runtime environmental 
state is known as action. State information can have details 
that help in decision making. State information includes signal 
strength, hop count, residual energy etc. that are used for 
decision making. Action refers to the routing decision that 
improves energy efficiency in the IoT network. Reward is 
nothing but cost of action.  

 

 
Figure 1: Reinforcement learning used in the proposed routing 
protocol 

 
IoT network consists of number of devices. Each device acts 
as an agent. The state space includes different possible routes 
to the base station. Action space reflects set of possible routing 
decisions. Policy is nothing but specific behaviour of agent. 
Policy thus contains a pair reflecting action and state. This pair 
is made either through deterministic approach or stochastic 
approach which gets optimized over time. The aim of the RL 
used in the proposed routing protocol is to achieve optimal 
policy leading to energy efficiency. 
 
3.2 Our Protocol  
We proposed routing protocol based on RL discussed in 
Section 3.1. It exploits cluster formation and designed for 
energy efficiency. It enables devices in the IoT network to learn 
through RL prior to making best routing decisions. The sender 
device fills packet header with local information, information 
about other devices in the neighbourhood besides updating 
routing table. The local information contains hop count, 
position coordinates, residual energy and device id. The 
protocol has three important phases known as setup, formation 
of clusters and transmission of data.  
 
3.2.1 Network Setup  
It is the process of setting up IoT based network and also elect 
initial cluster head. Each node in the network computes Q-
value, as in Eq. 1, based on its local information. A heartbeat 
message is broadcasted by base station which consists of its 
position details. On receiving such details, every device 
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computes Q-value and hop count using Eq. 1 and Eq. 2 
respectively. It is assumed that devices do have different levels 
of energy. We consider a distance threshold for distance 
between CH and base station to get rid of network overhead. 
 

𝑄 = {

1

𝑁ℎ
,                   𝑖𝑓 𝐸𝑚𝑖𝑛 = 𝐸𝑚𝑎𝑥 ,

𝑝 × (
𝐸𝑟−𝐸𝑚𝑖𝑛

𝐸𝑚𝑎𝑥−𝐸𝑚𝑖𝑛
) + (1 − 𝑝) ×

1

𝑁ℎ
,   𝑖𝑓 𝐸𝑚𝑖𝑛 ≠ 𝐸𝑚𝑎𝑥 ,

(1) 

 

𝑁ℎ ≅
𝐷𝑙𝑖𝑛𝑘

𝑇𝑋𝑟𝑎𝑛𝑔𝑒
.   (2) 

 
Once this process is done, CH selection process follows. This 
process is carried out along with network setup as defined in 
the Algorithm 1.  

 

Algorithm 1: Setup and CH Election  

Input: Nodes of IoT network N, sink node s, min distance 

threshold th1, max distance threshold th2 

1. Begin 

2. For each node n in N 

3. Compute distance between n and s 

4.    Compute hop count   //Eq. 2 

5.    Compute Q value  //Eq. 1 

6. End For 

7. While(chCount<=chTotal) 

8.   QmaxQmax(N) 

9.   For each node n in N 

10.       IF th1<=distance of n<th2 Then 

11.       IF chCount=0 Then  

12.          Add n to chCount 

13.          Remove n from N 

14.       Else 

15.          For h==1 to chCount 

16.             distancefindDistance(n, CH(h)) 

17.             IF distance >= th1 Then 

18.                Ctrue  

19.             Else 

20.                Cfalse 

21.                Break  

22.             End If 

23.          End For 

24.       IF C==true Then 

25.          Add n to chCount 

26.          Remove n from N 

27.       End If 

28.    End If 

29. End If 

30. End For 

31. End While 

Algorithm 1: Setup and CH Election 
As presented in Algorithm 1, it takes nodes of IoT network N, 
sink node s, min distance threshold th1, max distance threshold 
th2 and results in network setup and initial CH election.  

 
3.2.2 Cluster Formation 
Once CH election process is computed there is need for cluster 
formation. In the cluster formation phase, each CH notifies its 
neighbours that it is the elected cluster head. The notification 
value contains its location details, id and Q-value.  On 
receiving the notification, each non-CH node makes decision to 
join a cluster based on the distance and conveys the same 
message to CH. The message also contains its local 
information. Once this process is done by all non CH nodes 
corresponding CH node accepts the request for including as 
member of the cluster.  

It is to be observed that some devices that have base station 
in the range of transmission do not involve in cluster formation. 
However, they are capable of directly communicating with 
base station and that saves energy.  

 
3.2.3 Data Transmission  
In this phase, RL plays crucial role while making data 
transmission decisions. In this phase each node in the network 
acts as an agent involved in RL. The node follows learning 
based approach in making optimal routing decisions that lead to 
energy conservation. Learning involves in computing Q-value 
or updating it based on the intermediate action and reward 
dynamics besides observing at finding best policy that reflects 
highest reward. The best decisions are made based on Q-value 
update function, reward function and energy consumption 
dynamics. Energy consumption is computed as in Eq. 3.  
 

   {
𝐸𝑇𝑋(𝑘, 𝑑) = 𝐸𝑒𝑙𝑒𝑐 × 𝑘 + 𝐸𝑎𝑚𝑝 × 𝑘 × 𝑑

𝑚 ,

𝐸𝑅𝑥(𝑘) = 𝐸𝑒𝑙𝑒𝑐 × 𝑘,
    (3) 

Where the energy consumption made at transmitter is 
denoted as 𝐸𝑇𝑋(𝑘, 𝑑)  while the same at receiver is denoted 
as  𝐸𝑅𝑥(𝑘) . It results in residual energy. Then Q-value gets 
updated by passing reward as an argument. Each node (learning 
agent) gets reward for each action. It reflects the cost of the 
action which helps in understanding whether the action is 
appropriate. Here an action is nothing but choosing a neighbour 
node towards next hop in order to route packet. Reward 
function is associated with hop count (denoted as Nh) and 
energy saving (denoted as Er). Dlink which refers to the 
distance of agent (node) and base station through other node is 
computed as expressed in Eq. 4 to Eq. 6. 
 

𝐷𝑖,𝑗 = √(𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2,                         (4) 

𝐷𝑗,𝑠𝑖𝑛𝑘 = √(𝑥𝑗 − 𝑥𝑠𝑖𝑛𝑘)2 + (𝑦𝑗 − 𝑦𝑠𝑖𝑛𝑘)2,           (5) 

𝐷𝑙𝑖𝑛𝑘 = 𝐷𝑖,𝑗 +𝐷𝑗,𝑠𝑖𝑛𝑘,                                           (6) 

Eq. 2 helps in computing hop count and the actual reward 
function is computed as expressed in Eq. 7. 

http://www.ijritcc.org/
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𝑟𝑡+1 =

{
 
 

 
 

1

𝑁ℎ
,                                                     𝑖𝑓 𝐸𝑚𝑖𝑛 = 𝐸𝑚𝑎𝑥 ,

𝑝 × (
𝐸𝑟−𝐸𝑚𝑖𝑛

𝐸𝑚𝑎𝑥−𝐸𝑚𝑖𝑛
) + (1 − 𝑝) ×

1

𝑁ℎ
,   𝑖𝑓 𝐸𝑚𝑖𝑛 ≠ 𝐸𝑚𝑎𝑥

−100,                                                𝑖𝑓 𝐸𝑟 < 0,

          (7) 

Where p denotes probabilistic value which is used to reflect 
the influence of Er. Higher p value determines a neighbour 
consisting of high energy levels and suitable as next-hop 
selection by agent. On the other hand, q denotes closest 
neighbour to high probability node. There is need for trade-off 
computation between the two variables to optimize the rouging 
decisions. In the process of RL reward value is kept in packet 
header to get rid of overhead. The neighbouring nodes can 
overhear the reward value in order to update their routing table.  
 
4. SECURITY ENHANCEMENT  

We enhanced our protocol further to ensure secure routing 
mechanisms in the underlying sensor network associated with 
IoT. Our system model has number of nodes (N), number of 

edges (E) and an edge is denoted as {𝑤𝑖𝑗|(𝑣𝑖, 𝑣𝑗)}. The whole 

network is denoted as G where source node is denoted as src 
while sink node is denoted as sink. Given a source and 
destination nodes (s and d), a path between the nodes is 𝑙𝑠 =
〈𝑠𝑟𝑐, … , 𝑠𝑖𝑛𝑘〉 . It is a multi-hop path in which data is 
transmitted. In this scenario, there might beattacker capturing 
certain nodes and such nodes are known as malicious nodes. 
There is need for devising a mechanism to handle such attacks. 
We considered an attack model associated with selective 
forwarding attack as discussed in [21]. It is an attack where 
malicious node intentionally chooses to drop certain packets. 
Thus the attack causes incomplete data transmission. This kind 
of attack can be detected by maintaining trust value for nodes 
and updating the values from time to time. Based on the nodes 
behaviours, the trust value gets updated. Based on this, a node 
can be identified to have either normal or abnormal behaviour. 
Figure 2 shows procedure for computation of attack 
probability.  

 

 
Figure 2: Shows procedure to compute attack probability 

With respect to node forwarding attack, attack probability is 
computed as a weighted average of direct and indirect attack 
probabilities. Figure 3 shows nodes in network to understand 
direct and indirect attack probabilities.  
 
 

 
Figure 3: Nodes in network to understand direct and indirect 
attack probabilities 

 
Attack behaviour of a node is evident, when it is not 

forwarding a packet but dropping it selectively. Instead of 
using traditional promiscuous monitoring, we proposed a two-
hop ack method.  ACK packet plays crucial role in attack 
detection. Here is the formal procedure of our method.  
Consider nodes denoted as i, j and k. When a packet is sent by i 
to j and then j forwards it to k. In this case node i must receive 
ACK from j and k. It indicates that j has normal behaviour. If 
not, it establishes the fact that j is malicious. The attack 
probability of node j to node i (𝐴𝑡𝑡𝑎𝑐𝑘〈𝑖,𝑗〉) has direct and 

indirect probabilities denoted as 𝐴𝑡𝑡𝑎𝑐𝑘𝑑〈𝑖,𝑗〉  and 𝐴𝑡𝑡𝑎𝑐𝑘𝑖𝑑〈𝑖,𝑗〉 
respectively. The probability of direct attack is computed as in 
Eq. 8.  

𝐴𝑡𝑡𝑎𝑐𝑘𝑑〈𝑖,𝑗〉 =
|𝑃𝑖𝑗−𝑃𝑗|

𝑃𝑖𝑗
                                                      (8) 

where  
𝑃𝑖𝑗 denotes total packets sent to j from i 

𝑃𝑗 denotes total packets forwarded successfully by j 

It reflects the packet loss ratio pertaining to node j. The 
probability of indirect attack is expressed as in Eq. 9.  

 

𝐴𝑡𝑡𝑎𝑐𝑘𝑖𝑑〈𝑖,𝑗〉 =
∑ 𝛼𝑚𝐴𝑡𝑡𝑎𝑐𝑘𝑑〈𝑚,𝑗〉
𝑟
𝑚=1

∑ 𝛼𝑚
𝑟
𝑚=1

, (𝛼𝑚 = 1 − 𝐴𝑡𝑡𝑎𝑐𝑘𝑑〈𝑖,𝑚〉, 𝑚 ≠ 𝑖)    (9) 

 

where  
m denotes an adjacent node to nodes i and j 
𝛼𝑚denotes trust of node i on m 
r denotes count of adjacent nodes to i and j 
Nodes j’s indirect attack probability is computed by the finding 
attack probability of node j to node m. 
Thus indirect attack probability is computed as weighted 
average of j’s attack probabilities to adjacent nodes of i and j. 
It is possible to combine direct and indirect attack probabilities 
associated with j as in Eq. 10.  
 

 

𝐴𝑡𝑡𝑎𝑐𝑘〈𝑖,𝑗〉 =
∑ 𝛼𝑚𝐴𝑡𝑡𝑎𝑐𝑘𝑑〈𝑚,𝑗〉
𝑟
𝑚=1

∑ 𝛼𝑚
𝑟
𝑚=1

, (𝛼𝑚 = {
1,                               𝑚 = 𝑖,

1 − 𝐴𝑡𝑡𝑎𝑐𝑘𝑑〈𝑖,𝑚〉,        𝑚 ≠ 𝑖 .    )(10) 

j 

i 

Sink node 

m 

m 

I: Send node 

J: relay node 

M: Adjacent node to both i and j 

 

Node behavior estimation 

Probability of direct attack Probability of 

indirect attack 

Compute weighted 

average 

Find attack 

probability 
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If all the nodes in a path from source to sink behave 
normally, there is successful communication in sensor network. 
As the nodes in the path are in a serial system, attack 
probability can be computed as in Eq. 11. 

  

AL = 1 −∏ (1 − Attack〈mk,mk+1〉
)K

k=1 ,            (11) 

 
Here the number of hops in the path is denoted as K.  
The node j in the above scenario has two associated values such 
as distance to sink and residual energy. The node which has 
less distance to sink node and has higher residual energy is best 
used as next-hop. Status of each node is thus computed as in 
Eq. 12.  

Ej =
ηe〈j,sink〉

ηe〈j,sink〉+erj
,                                                (12) 

 
Where η is a balancing factor, 𝑒𝑟𝑗  denotes node j’s residual 

energy and 𝑒〈𝑗,𝑠𝑖𝑛𝑘〉 indicates the energy needed to send packet 

to sink. The status value for entire path is computed as in Eq. 
13.  

EL = ∑ (
ηe〈mk+1,sink〉

ηe〈mk+1,sink〉
+ermk+1

×
1

K
)K

k=1 .                               (13) 

 
It adds status value of each node in the path in order to obtain 
the value for entire path. The resultant value is normalized to 
have a value less than 1. A trust value which encapsulates 
status and attack probability is considered to make secure 
routing decisions. This phenomenon is influenced by the work 
in [21]. Given a node n wants to send data to sink, it needs to 
choose a relay node denoted as 𝑆𝑛. A cost function is computed 
based on status values and attack probabilities for entire path.  
Cn(1) = AL 

 

= 1 −∏(1− Attack〈mk,mk+1〉
)

K

k=1

 

 
= Attack〈n,sn〉 − (Attack〈n,sn〉 − 1)[1− ∏ (1 −K

k=1

Attack〈mk,mk+1〉
)](14) 

 
= Attack〈n,sn〉 − (Attack〈n,sn〉 − 1)CSn(1) 

 
Cn(2) = EL 

 

=∑(
ηe〈mk+1,sink〉

ηe〈mk+1,sink〉
+ ermk+1

×
1

K
)

K

k=1

 

 

=
ηe〈Sn,sink〉

ηe〈Sn,sink〉+ersn
×

1

K
+ ∑ (

ηe〈mk+1,sink〉

ηe〈mk+1,sink〉
+ermk+1

×
1

K
)K

k=2          (15) 

 
The cost function of n is  
𝑐𝑛 = 𝑐𝑛(1) + 𝑐𝑛(2).                                                  (16) 

As expressed from Eq. 14 to Eq. 16, cost of n is computed by 
considering trust of all nodes in the path in order to arrive at 
global optimization. Based on this a routing decision is made to 
avoid selective forwarding attack.  
 

5. RESULTS AND DISCUSSION 
We have made a simulation study using MATLAB where 100 
x 100 m area is used to deploy 100 nodes involved in IoT 

network. In the middle of the sensing area base station is 
positioned. The nodes are heterogeneous in nature in terms of 
energy resources. Transmission range is set to 20m. Initial 
energy of every node is set to either 1 or 2 joules to ensure 
heterogeneity. Data size considered is 4000 bits. Value of 𝛼  
variable is set to 1 while  
𝛾variable is set to 0.95. The value of Eamp is set to 100x10-

12joules/bit/m2. And Eelec is set to 50x10-9 joules/bit.  
5.1 Results 
Performance of the proposed protocol is provided in this 
section in terms of cluster formation, energy consumption 
dynamics, dead nodes and on.  

 

 
Figure 4: Result of cluster formation with 100 nodes in sensing 
area covering 100 x 100 m  

 
As presented in Figure 4, 100x100 m simulation area is used to 
simulate an IoT network with sensor nodes and base station. 
The base station is positioned at (50,50) coordinates at the 
centre of the simulation area. Many clusters are formed as per 
the methodology described in Section 3. There are some nodes 
nearby the base station that are not part of any cluster. Every 
cluster has an elected cluster head. In the simulation 
experiment, many observations are made in terms of operating 
nodes, energy consumption and dead nodes. Besides the 
proposed protocol is compared against state of the art.  

 

 
Figure 5: Shows operating nodes against number of rounds 
As presented in Figure 5, the number of operating nodes are 

taken in vertical axis from 30 to 100 while the horizontal axis 
shows up to 5000 rounds incremented by 1000 rounds. An 
important observation is that as the number of rounds in 
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increased, gradually the number of operating nodes is 
decreased.  

 
Figure 6: Energy consumption against number of rounds 
 
As presented in Figure 6, energy consumption dynamics is 

visualized against number of rounds of simulation. As the 
number of rounds is increased the energy consumed in the 
network is gradually decreased.  

 

 
Figure 7: Dead nodes against number of rounds 
 
As presented in Figure 7, number of dead nodes observation 

started from the round number 1000. From round 1000 
onwards, there is gradual increase in total number of dead 
nodes that consume complete energy.  

 
Figure 8: Shows operating nodes comparison between the 
existing and proposed routing protocols 

As presented in Figure 8, performance of the proposed 
routing protocol shown in blue colour data series is compared 
against existing routing protocol shown in red colour data 
series. As the number of rounds is increased, the operating 
nodes is gradually decreased. Less in operating nodes in any 
given round indicates less performance. In the same fashion, 
higher in number of operating nodes in any given round 
indicates better performance. Based on this, it is observed that 
the proposed RL based protocol achieved superior performance 
over its predecessor.  

 
Figure 9: Energy consumption comparison between the 
existing and proposed routing protocols 
 

As presented in Figure 9, performance of the proposed 
routing protocol shown in blue colour data series is compared 
against existing routing protocol shown in red colour data 
series. As the number of rounds is increased, the energy 
consumption is gradually decreased except at some rounds. 
Less in energy in any given round indicates better performance. 
In the same fashion, higher in energy consumption in any given 
round indicates less performance. Based on this, it is observed 
that the proposed RL based protocol achieved superior 
performance over its predecessor.  

 
Figure 10: Performance comparison in terms of network 
lifetime 

As presented in Figure 10, simulated experiments are made 
to ascertain network lifetime when the number of nodes is 30, 
50, 70 and 100. It does mean that 4 experiments are made with 
different routing protocols. The proposed RL based protocol is 
shown in blue colour data series while other colours show 
different existing protocols including widely used LEACH 
protocol. It is observed that network lifetime increases when 
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there is increase in number of nodes in the IoT network. 
Another observation is that different protocols showed different 
network lifetime dynamics. This is due to variation in energy 
consumption while routing protocols in operation. The 
proposed routing protocol exhibits more energy efficiency 
leading to increased network lifetime. In fact, it outperforms 
existing protocols like PEGASIS and LEACH. 

 
Figure 11: Performance comparison in terms of energy 
consumption 
 

As presented in Figure 11, simulated experiments are made 
to ascertain energy consumption for 1000 rounds of simulation. 
The proposed RL based protocol is shown in blue colour data 
series while other colours show different existing protocols 
including widely used LEACH protocol. It is observed that 
each protocol has varied energy consumption. With respect to 
energy consumption, our protocol outperforms PEGASIS and 
LEACH.  

 
5.2 Security Analysis 

Our security enhancement made our protocol robust against 
attacks. In our empirical study, it is observed that QoS of the 
protocol is better when compared with the one which has no 
security enhancement. 

 
Figure 12: QoS comparison in terms of packet loss ratio when 
simulation is made with 20% malicious nodes 
 

As presented in Figure 12, packet loss ratio is the metric 
considered to evaluate the protocol with and without security 
enhancement. Low in packet loss ratio indicates better 
performance. With security enhancement, in presence of 
attacks, the protocol is able to achieve least packet loss ratio 
reflecting increased QoS in routing. As the simulation time 
elapsed is increased, there is gradual increase in the packet loss 
ratio. However, it is evident that the protocol with security 
enhancement has least packet loss ratio showing the 
significance of security in routing.  

 
6. CONCLUSION AND FUTURE WORK 

In this paper we proposed a deep reinforcement learning 
based routing protocol for energy efficient routing in WSN-IoT 
integrated application. It exploits cluster formation and 
designed for energy efficiency. It enables devices in the IoT 
network to learn through RL prior to making best routing 
decisions. The sender device fills packet header with local 
information, information about other devices in the 
neighbourhood besides updating routing table. The local 
information contains hop count, position coordinates, residual 
energy and device id. The protocol has three important phases 
known as setup, formation of clusters and transmission of data. 
We proposed novel algorithms for network setup, formation of 
clusters and routing. Our method adapts to network changes 
due to energy levels and mobility and makes learning based 
routing decisions. Our simulation study using MATLAB has 
revealed that the proposed routing approach outperforms 
existing protocols. We enhanced the method further with 
security to ensure its Quality of Service (QoS) in presence of 
attacks. In future, we improve our routing protocol with further 
investigations on its efficiency and security.  
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