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Abstract— One of the most serious medical conditions that can endanger a person's life and health is liver disease. The second-leading 

cause of death for men and sixth-leading cause of death for women, respectively, is liver cancer. In 2008, liver cancer claimed the lives of 

almost 750,000 people, killing 960,000 of them. The segmentation and identification of CT images produced by computer tomography has 
emerged as a major topic in medical image processing. There are few choices for liver segmentation due to the enormous amount of time and 

resources necessary to train a deep learning model. As part of this research, we created the Region utilizing Convolutional Neural Network, a 

novel way of extracting the liver from CT scan images (RCNN). The suggested CNN approach, which employs softmax to isolate the liver 

from the background, contains of three convolutional layers and two entirely associated layers. In the CapsNet and CAL layers, there are class 
dependencies and an efficient mechanism to connect CAL and subsequent CapsNet processing. Finally, the classification is carried out using 

the SSO-CSAE model, an approach known as the swallow swarm optimization that is based on the Convolutional Sparse Autoencoder (CSAE) 

The MICCAI SLiver '07, 3Dircadb01, and LiTS17 benchmark datasets were used to validate the proposed RCNN-SSO approach. When 

compared to other frameworks, the proposed framework performed well in numerous categories. 

Keywords- Region with Convolutional Neural Network (RCNN), focal liver lesions, detection, classification, computed tomography, swallow 

swarm optimization (SSO). 

 

 

I.  INTRODUCTION  

The liver is a crucial organ that weighs about 1.5 kg and 
makes up roughly 2% of the body's overall weight. The liver is 
necessary for the body to be able to maintain itself. Hepatic 
sinusoids and hepatocytes make up the liver histologically, and 
each has a specific physiological purpose. The liver is referred 
to as the body's "chemical factory". More than two-thirds of the 
acute hepatitis cases in the world are found in this region, 
according to a WHO analysis. According to a WHO study, 
cirrhosis is the foremost reason of liver disease-related deaths in 
Asia. According to the CDC, over 399,000 people died in 2016 
from cirrhosis, hepatocellular carcinoma, and hepatitis C (CDC). 
According to the World Health Organization, hepatitis C is a 
public health hazard (WHO). 

Several epidemiological studies and risk factors over the 
previous numerous decades have shown that hepatitis C and 
liver sores are widespread and can be fatal. Blood infections, 
stomach infections, infections caused by injuries, and bacterial 
or parasitic infections are the most common causes of liver sores. 

In order to avoid future issues, those suffering from abscesses 
should be informed of their severity, diagnosis, and treatment. 
Pyogenic liver abscesses are a common cause of pyogenic liver 
abscesses. A variety of causes can contribute to liver disease. 
Damaged cells are unable to recover after a certain point, 
resulting in irreparable injury. The liver may develop fibrosis, 
scar tissue, or dysfunctional liver cells. Cirrhosis and liver 
fibrosis were considered incurable conditions in the 1970s. 
Cirrhosis, according to Laennec in 1819, was a primary liver 
malignancy that could be identified by its colour. Fibrosis in the 
liver can progress to cirrhosis, the last stage of fibrosis in which 
the liver is damaged, enlarged, and non-functioning cells form 
abnormally. When a liver tumour is secondary, more individuals 
will discover it than a primary liver tumour. The majority of 
metastatic liver cancer is still contained within the liver in 70 to 
80 percent of patients. Liver metastases are frequently under-
exposed in unenhanced CT images. If hepatic steatosis is 
present, the lesions may be solitary or somewhat hyper-
attenuated. A texture is made up of a blend of uniform and 
different patterns or frequencies. The statistical properties of 
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texture, on the other hand, are more quantifiable. The texture of 
the liver has a similar characteristic. The texture of the inside of 
a liver and its borders with other organs may make it hard to tell 
the difference between abnormal and healthy tissue. 

The databases Web of Science, Google Scholar, PubMed, 
and EMBASE were used to find relevant literature on liver 
disease diagnosis. We looked for phrases like "machine 
learning," "texture analysis," "computed tomography," 
"computer-aided diagnosis," "computer-aided diagnostic," and 
others. We discovered just a few datasets and approaches in our 
early study on the issue, so we created our personal dataset of 
approximately 3000 CT scans, which is the research's chief 
influence. Several important works on the subject are mentioned 
in the bibliography. 

Utilizing an a priori probability map of the liver, the 3D CNN 
technique was able to provide the initial liver surface for 
automated liver segmentation. This was accomplished through 
the use of a prior knowledge. This model makes use of both local 
and global data, and it does so based on the segmentation that 
came before it. For the research of the unhealthy liver, local 
nonparametric information is utilised, whereas for the study of 
the healthy liver, global nonparametric information is utilised. In 
order to overcome the challenge of liver segmentation, 
convolutional neural networks were put to use. In terms of 
discrimination and optimization, the 3D-DSN model provided 
by 1e outperforms the CNN model. The 3D-DSN prototypical, a 
fully convolutional learning prototypical, is used in this 
situation. In this work, deep supervision of the hidden layer was 
applied to enhance the optimization convergence rate and 
precision. In post-processing, the segmentation is fine-tuned via 
a conditional random field. When it came to segmenting the liver 
and its tumors, Octave CNN was proven to be superior. Cancers 
on CT images may be reliably diagnosed using deep learning 
algorithms. As seen above, CFCNN was qualified on the 3D CT 
capacity of the liver and then utilized to excerpt the liver and its 
graze from CT data slices, as seen above. Following that, the 
segmentation results are enhanced by 3D-CRF post-processing. 
Models of completely 3D convolutional neural networks 
demand additional parameters, memory, and computing power. 
Instead of employing the whole three-D CNN system, these 
plane covers are used for segmentation. As a result, because 3-
dimensional convolutional neural networks (CNN) are more 
computationally costly and need a longer training time than 2-
dimensional models, their use is discouraged. Over 
segmentation may develop as a result of bias in a limited number 
of groups. 

For simplicity's sake, we employed a 2D convolutional 
neural network rather than a fully 3D CNN for handling the data. 
Some form of preprocessing is necessary to generate a higher-
quality CT image. A CNN is fed two-dimensional patches to 
build the probability map. 

1.To detect the liver in CT scan images, convolutional neural 
networks (CNN) are utilized. 

2.A three-layer RCNN model with convolutional and fully 
linked layers is proposed. 

3. A random Gaussian distribution is used to establish the 
weights, and this distribution ensures that the information 
distance is preserveds. 

4.To increase data adaptability, each convolutional layer was 
followed by an LRN layer. SLiver '07, 3Dircadb01, and LiTS17 
are four 1-ree benchmark datasets that we use to analyze and 
recover the presentation of our prototypical. 

The remainder of the paper is structured as follows: In Unit 
2, a review of the works is given. In Unit 3, classification, 
techniques, and the CNN structure are talked about. In Section 
4, the results of the experiments are talked about, and in Section 
5, a conclusion is given. 

II. LITERATURE SURVEY 

The researchers, Ben-Cohen et al. [1], built fully 
convolutional networks for the identification of liver and lesion 
cells. The FCN is being investigated using a small dataset and 
patch-based CNN classification methods. They have CT images 
of 20 people on a single slice, each having a smallest of 67 
lesions and 42 livers; they also have 3D segmented livers from 
22 patients. Cross-validation results reveal that the FCN 
outperforms all of its competitors. Our completely automated 
method yielded optimistic charges of 0.85 and 0.7 false positives 
per instance, which is incredibly encouraging and 
therapeutically helpful. 

ML experts S. Muthuselvan and his colleagues [2] 
investigated a variety of potential machine learning models, 
including SVM, neural networks, decision trees, and others. In 
this section of the study, classification systems for liver disease 
are analysed and discussed. The algorithms random tree (RT), 
J48, and K-star were utilised in this study. There were a variety 
of classification strategies utilised, including logistic regression, 
RT, and SVM. In order to estimate liver disease data, XGBoost 
was utilised, and the authors referred to L1 and L2 throughout. 
To overcome an imbalance in ILPD, the minority oversampling 
strategy was applied. The performance of balanced and 
imbalanced datasets was evaluated using SVM and KNN. 

[3] proposed the Watershed Transform and Gaussian 
Mixture Model (WT-GMM) to identify liver cancer using deep 
learning. 

The detection accuracy of this technique is built on the 
Gaussian blend model and the marker-controlled watershed 
transformation. The approach given is tested using real-time 
clinical data from many individuals. Automatic identification 
achieved a precision of 99.38 percent with almost no 
authentication loss using a deep-neural system classifier. The 
DNN model may be used as a first stage in the detection process 
to detect liver tumors. The proposed strategy is evaluated for 
clinical and decision-making reasons by employing an effectual 
methodology to detect the site of tumor on liver CT images. The 
volume of the lesion must be known, which can be done by 
putting together different photo slices into a mesh. 

C. Han et al. [4] used 3D multi-conditional GAN to naturally 
place realistic heterogeneous lung nodules in CT scans with the 
goal of enhancing lung nodule discovery compassion in CT 
imageries. This was done in instruction to increase the sensitivity 
of lung nodule identification in CT scans (MCGAN). When 
compared to a fixed false positive rate, the detection findings 
acquired by the 3D CNN always performed better than those 
obtained by other approaches, regardless of how large or small 
the nodule was (FPR). MCGAN's lung nodules are an excellent 
technique to sidestep a lack of medical data. 

Linguraru et al. [5] employed generic-affinity invariant 
shape parameterization and the geodesic-active outline 
technique to segment a liver tumor. According to Li and 
colleagues [6], the superficial of the liver may be recognized 
using a graph cut with a form restraint. Rusku et al. [7] used CT 
images to divide the 3D liver via neighborhood-connected 
region growth. Level set techniques are utilized to successfully 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 
 

 

    2668 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

segment the liver because they can capture intricate shapes while 
controlling shape regularity. A picture can show both local and 
global information with a sparse representation. 

Histological images were used by I. Hirra et al. [8] to 
categorize chest tumor using a deep belief network. A stacked 
auto encoder is used to record the high-level structures of the 1e 
skin. A CNN is a common deep learning technique for visual 
object recognition and nonlinear mapping detection. In this 
study, we examine the grouping of Mask R-CNN and GANs to 
segment multimodal newborn brain pictures and enhance pixel-
wise classification performance. Previous research has proposed 
similar ways. Scientists created synthetic medical pictures using 
generative adversarial networks (GANs) to assist CNNs in 
improving their classification performance on actual medical 
images. This is made feasible by the use of computer-generated 
medical imaging. 

L. Chen et al. [10-12] presented the dense res-induction 
network, an enhanced convolution layer for learning the features 
of medical images (DRINET). [13-16] A more accurate and 
explainable medical picture segmentation system was 
constructed by Gu and colleagues with the help of attention-
based CNN. This system is conscious of the most pertinent 
spatial locations, channels, and scales all at the same time. [17-
20]. Chinese researchers made an MRF-CNN for segmenting 
liver portal regions in Hematoxylin and Eosin (H&E) stained 
whole-slide pictures (WSIs). 

In a unique technique, Yu et al. [21,22] used ultrasonic 
resonance largeness and deep learning to assess liver fibrosis. 
Both of these properties were considered by the algorithm. This 
approach classifies computer simulation results as either normal 
or fibrosis tissue [23-26]. The information can be classified in 
two ways. Reddy et al. [27-31] introduced a novel CAD system 
based on convolution neural networks and transfer learning. 
Here's a fun fact: (pre-trained VGG-16 model). 

III. PROPOSED SYSTEM 

Our goal is to assess whether an MR image of the liver reveals 

anything benign or malignant. The three components of our 

RCNN-SSO technique are depicted in Figure 1: Data 

visualization and evaluation at numerous levels and scales, 

including multiple representation scales and levels. Figure 1: 

The Organization This section contains information about these 

three sections. 

A. Preparation of the data 

In the planned experiment, respectively axial CT slice is 
preprocessed. We were able to find an information range of 0 to 
1 thanks to improved contrast and zero mean and unit alteration 
normalization of the dataset. The training and testing datasets 
were created in the same manner. We went one step further and 
upgraded the input data for the training dataset. Cut the training 
data to remove the liver slices, then rotate the pictures at 90, 180, 
and 270 degrees. Statistics increase is lengthily studied in the 
works. To generate both training and testing data, 1.3 million 
random patches were chosen at random from a pool of 32 
different axial 2D pictures. For reliable training and validation, 
one picture patch from each of two classes is used in a 1:1 ratio. 

The block diagram of the proposed RCNN-SCO method 
clearly explains its process. The first stage is known as the 
preprocessing stage, and it is important to note that data 
preprocessing is a component of data preparation. Data 
preprocessing refers to any type of processing that is performed 

on raw data in order to get it ready for another data processing 
operation. For many years, this has served as one of the process 
of data mining's most significant preliminary steps. Different 
parameters like ALB, AST, ALP, ALT, GGT, CREA, and PROT 
are used in disease prediction. The RCNN-SSO algorithm is 
used to figure out if a disease test report is positive or negative. 

 
Figure 1. Proposed Diagram of RCNN- SSO 

 

The next module is the severity level estimation, where the 
depth of the disease is checked and monitored. The different 
steps carried out in this phase are preprocessing, feature 
selection, feature extraction, and severity level prediction. The 
process of turning unprocessed raw data into numerical features 
that may be processed while preserving the accuracy of the data 
in the original data set is known as feature extraction. The data 
from the initial data set can still be used after doing this. One of 
the very first steps in the process of developing a predictive 
model is feature selection, which refers to the repetition of 
reducing the number of input variables as much as possible. It is 
desired to restrict the number of variables that are input into the 
model in order to improve the performance of the model and, in 
some cases, to reduce the amount of computing that is required 
for the modelling process. The severity is categorized under the 
following four different categories, namely low, moderate, high, 
and very high. 

B. Representation at Multiple Scales 

We employ MR images of liver lesions as input in our 
research on a patch-based diagnostic paradigm.We suggest using 
a multiscale sampling strategy in order to abstract 
complementing feature information that is both local and semi-
local in scale. In our study experiments, three patch sizes (large, 
intermediate, and tiny) were employed (256x256, 128x128 and 
64x64 voxels) (Figure 2). For each lesion in the MR picture, 
cropping at trio distinct scales was performed. 

We decided to utilise a recurrent convolutional neural 
network (RCNN) to train globally discriminative feature 
representations from image patches because deep learning 
models perform so well. In order to accurately represent the 
scales, three RCNNs were trained with patch data taken from the 
respective training scales. In our testing, our method is 
applicable to any RCNN structure, including the self-defined 
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RCNN structure as well as commonly used conventional RCNN 
structures such as Resnet, VGG, or Alexnet. This is the case 
regardless of whether the RCNN structure is self-defined or not. 
These three RCNNs could be trained using a variety of 
approaches, incorporating transfer learning or not, or even none 
of these approaches. Transfer learning may be used to aid the 
training process for a network with a large number of parameters 
and minimal training data. Albert Comelli et al. and Renato 
Cuocolo et al. discovered that lightweight networks like Enet can 
be trained from scratch without the need for transfer learning. In 
our transfer learning tests, we employed the technique and 
widely used large-scale networks. Before we fine-tuned the 
CNNs, we taught each one with a large set of pictures, like the 
ones in the ImageNet database [48], which we used in our 
research. 

Figure 2 Instances of benign and malignant lesions 
 

The output of the RCNN's feature extractor was utilized to 
create a feature vector for each patch. A CT scan of a lesion 
revealed three feature vectors for each of the three scales. As an 
extra bonus, the last layer of each RCNN gave a binary 
diagnostic of the patch on a comparable scale. As a result, each 
RCNN must be classified independently. 

C. The Multi-Level Fusion Method 

We combined data at the feature and decision levels in order to 

make use of multi-scale complementary property data and 

improve organizational robustness. 

D. Fusion at the Feature Level 

The property data of a lesion might change based on the size of 

the patch. The three patch scales were integrated using three 

layers of neural networks. The first step was to integrate three 

separate patch-scale feature vectors. Lastly, we ran our function 

in two layers that were linked to each other and made the fused 

feature diagnostic. These photos were used to try out different 

settings for a three-layer neural network, which were then used 

to give the network random values. 

E. A RCNN-olutional neural network is used to create a 

region of interest 

The convolutional neural network is the topic of this section 

(RCNN). The 1e RCNN is based on a multilayer perception 

discrepancy. RCNN is built on convolutional and subsampling 

layers. Convolutional neural networks consist of numerous 

convolutional layers that are stacked on top of one another. 

These layers are used for feature learning. A convolutional 

system's layers may all access the preceding layer's feature map. 

These layers are related to some filters. For the n convolutional 

layers, we use  I as the  feature map of the nth layer and  I as its 

input and output, respectively. The output of the nth layer may 

be calculated using the following equation. 

 ( ) 1

, ,( * ,m n n n

q w b p p q q

p

C F C W b−=   () 

The bias of the jth output record in this convolutional layer is 
given by, which is the convolution's denotation. suggests a non-
linear activation function. Nonlinear activation methods include 
sigmoid, hyperbolic tangent, and rectified linear unit activation. 
A sub-sampling layer is placed after the convolutional layer to 
further reduce calculations. As a consequence, we may employ 
the normal maximum pool layer in a novel manner. A SoftMax 
classifier sorts the output after convolutional layers and before 
fully connected ones. It is used to normalize the kernel 
convolution consequences in binary organization difficulties. 
Convolutional layers may distribute their weights more 
effectively when using CNN. The same filter is applied to all of 
the pixels in the layer. The key advantage is a reduction in 
memory use while still enhancing performance. 

The training set has m labelled samples. 

1 1 2 2{( , ), ( , ),..., ( , )}, 0 1,

(1,2,3,..., )

m m px y x y x y y can be or

where I m=

 

We can learn all we need to know about the RCNN by looking 
at the parameters. The following cost function is reduced for 
logistic regression. 

1

1
(0) [ log ( ) (1 ) log(1 ( )]

m
p p p p

p

E y F x y F x
m

 
=

= − + − −
 () 

The higher values in the SoftMax layer can be punished by 
weight decay while doing classification regularization. The cost 
function may be minimized using gradient-based optimization, 
and the partial derivatives can be calculated via back 
propagation. 

F. Swallow Swarm Optimization (SSO) Algorithm 

This novel technique to optimization is inspired by the primary 

notion of the swallow swarm. This algorithm's particles are 

classified into three types: 

1. The explorer particle (
ie ) 

2. Particle with no apparent direction of travel (
iO ) 

3. A leading particle (
il ) 

These particles are continually in touch with one another and 

travel in a traditional route. Individually particle in a group 

(which may contain numerous sub-colonies) has a role in 

directing the colony to a better state of things. 

1) Particle of the Explorer 

This subpopulation constitutes the vast majority of the colony's 

members. They are responsible for doing research into the 

problem space. If a particle has reached an extreme point in 

problem space (such as swallowing) and then utilizes a specific 

sound to steer the group, it can act as a head leader If a 

subdivision is in a better (but not the best) position than its 

neighbors, it is selected as the local leader; otherwise, each 

particle's (velocity vector of element toward HL), (velocity 
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vector of element toward LL), and capability of their subsequent 

path make a chance transfer. Figure 3 displays a particle's 

passage through the problem domain. 

 

 
Figure 3 Three types of particles and how they move. 

 

The behavior of explorer particles is greatly influenced by their 

vector [1]. The particle's current position in the problem space 

represents its most recent and stable position. Because it has the 

highest likelihood of reacting in its current location, this particle 

is a leader particle. The aHL and bHL coefficients are used to 

adjust the acceleration in an adaptive way. Both of these 

properties are influenced by the element's movement. If the 

subdivision is at a smallest opinion (minimalizing difficulty), 

using a minimal number of control coefficients is advised, and 

it should be recognized that the particle may be at a global 

minimum at this time. If the particle's position is better than but 

less than average, it should go toward If the subdivision's 

location is inferior than, it is therefore feasible to move further. 

Keep in mind that the vector has an effect on this movement. 

2) Aimless particle 

These particles' starting location with regard to other particles 

is poor, as is the quantity of f(oi) they have. These particles are 

isolated from traveler elements and assigned a new job in the 

collection after being recognized (oi). They are responsible for 

performing an investigative and ad hoc exploration. When they 

jump touching at random, it has nothing to do with where they 

are. The swallows' job is to explore new areas and report 

backbone to the break of the colony if they discovery anything 

interesting. Many optimization problems have a local optimum. 

This is because the ideal solution is concealed from the group's 

view when particles are arranged incorrectly in position space. 

This is the most challenging aspect of optimization issues (early 

convergence in the optimal pints for the immediate area). 

Examine the opportunity of disregarding the global perfect 

response, travelling to various neighboring locations with their 

huge hops, and investigate the optimization scenario for 

particles oi, which appear to have aimless behaviour. The 

particle oi utilizes the local optimum points to find its exact 

placement. 

While looking for the best location, it will swap seats with the 

adjacent traveler element, but if it doesn't, it will continue. To 

get the new location of each particle in oi, divide one-to-two-

thirds of the random number in position space by a number 

between one and two. The division answer is created at random 

from particle oi's prior location. 

Rosen rock functions can be used to cover a large range of 

values (-50, 50). With rand (minimum, maximum), we obtain 

25, and using rand (26), we get 0, giving us a fractional number 

of 12.5. As a consequence, by adding or removing this amount, 

the value of oi may now be changed. Having additional 

alternatives allows you to investigate more of the surroundings. 

3) The leader particle 

The SSO algorithm employs particles known as "leaders." At 

the start of the search for positions in position space, these 

particles have the lowest f (li). The position and number of them 

may change depending on the level. PSO has a single leader 

particle, but this new approach may also contain one. Particles 

of this kind can be found spread across the cosmos or clumped 

together in a concentrated location. The best leader in the 

colony is known as the Leader Head, while some particles are 

known as Local Leaders. Candidates for good responses that we 

will keep In the current world, there are several smaller swallow 

colonies, each with thousands of members. The leadership of 

these sub-colonies periodically changes owing to the wisdom 

and power of other swallows. The bird who has the best position 

in terms of food and resting locations in a flock of swallows is 

termed the "leader," which is why they are nicknamed "leaders." 

It is the leader's responsibility to direct the remainder of the 

colony to this spot. This problem is simulated using the SSO 

approach. If an aimless particle discovers a place in each repeat 

where the best answer to the problem has been found thus far, 

it can act as a leader particle. Because of the quick and dynamic 

nature of swallow migrations, true boundaries between sub-

colonies may never be formed. The size of the sub-colonies will 

determine how the plan for the swallows and how many of them 

there will be. 

It is possible for each of these three particles ( ie , iO and il ) to 

fulfil any of these three functions at any one time. Even though 

these particles' roles may shift repeatedly during the search, 

locating the optimal spot remains the most critical objective. 

IV. RESULT AND EVALUATION 

1) Experimental Setup 

During the training of the neural network, around sixty contrast-

enhanced CT imageries were working. For the purpose of this 

investigation, we made use of the SLiver '07 exercise set, the 

3Dircadb01 exercise dataset, and the LiTS17 training dataset. 

We made fantastic use of each and every one of them. CT scans 

from the SLiver '07, 3Dircadb01, and LiTS datasets were used 

for training and validation, with ten pictures from each set. 

Entirely trio standard datasets are easily accessible connected. 

For testing, 30 CT pictures with an axial slice resolve of 512 

512 pixels were chosen. For each of the three datasets 

(SLiver'07, 3Dircadb01, and LiTS17), 10 CT scans were chosen 

at random. MATLAB 2021 was used to implement the model 

for the experiments. For the settings of this experiment, 

Stochastic Gradient Descent with Momentum, a beginning 

knowledge amount of 0.01 was employed (SGDM). On the used 

PC, Microsoft Windows, an Intel Core i-7, 8565U CPU, 32GB 

of RAM, and a 2GB GPU (NVIDEA GeForce 250) were all 

loaded. 
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When we applied our technique, we physically reset the masses 

with a Gaussian distribution with a normal eccentricity of 

0.0001. In this study, we used a Gaussian-weighted RCNN 

network to connect the model's output properties to the input 

data. We eventually got our model to function well after 70 

iterations and a knowledge amount of 0.01. The education rate 

released by 0.1 after 20 repetitions. The momentum was kept 

constant at 0.9 throughout the research. The decay amount was 

0.0001 and the sample size was 64. The stochastic gradient 

descent technique is used in the SGD with momentum 

optimization approach. When the surface curvature is much 

narrower in one dimension than the other, SGD 1 e encounters 

difficulty. Methods for generating momentum are critical to the 

SGD's success. The key parameters for the training programme 

are shown in Tables 3 and 4. Several critical modules that 

influence and extract patches examine the predicted model 

performance. Figure 5 displays the trio convolutional layers of 

the training prototypical. 

The initial liver probability map is employed as a starting point 

for the trained RCNN algorithm in an iterative procedure. The 

iterative conclusions of the liver-colored probability map for 

one of the test capacity are depicted in figure 6. The liver 

becomes brighter at the eighth and fifteenth iterations, implying 

that the liver pixels are stronger and more distinct. As in 

previous iterations, the spleen continues to decrease in the 25th 

edition. After 35 tries, the spleen and liver were finally 

removed. Between iterations 60 and 70, validation results are 

similar, and the shape of the liver is shown correctly. 

2) Assessment criteria 

When we predicted, something was going to happen, and it did, 

it's known as a True Positive (TP) 

True Negatives (TN): The occurrence that we expected to be 

false and the actual yield was also false. 

There were instances in which we expected something to be 

true, but it turned out to be incorrect. 

Negative results (FN): the event that we expected to be true but 

ended up being true anyway. 

 Precision = TP

TP FP+
 () 

 Recall =  TP

TP FN+

 () 

 F1-Score =
2

2

TP

TP FP FN+ +
 () 

 Accuracy = TP TN

TP TN FP FN

+

+ + +
 () 

3) Precision 
 

TABLE 1. PRECISION ANALYSIS 
 

Impact of precision analysis (%) 

Dataset CNN DNN SVM ANN RCNN-SSO 

SLiver’07 87.48 89.69 93.03 92.65 93.34 

3Dircadb01 89.22 91.25 93.48 94.83 95.73 

LiTS17 93.26 92.37 94.24 95.17 96.62 

Figure.4. Analysis of precision with Existing methods 
 

Figure.4 and Table.1 exhibit the results of the RCCN-SSO 
model's thorough liver disease classifications and identified 
methodologies. CT images are used to segment the liver, and 
three hard datasets used for this task are 3Dircadb01, LiTs17, 
and SLiver'07. We demonstrate that with segmentation of 
datasets, we compare the current system to the suggested 
technique in precision analysis. The recommended values of the 
proposed system are greater than those of current systems. The 
precision of RCCN-SSO under SLivet'07, 3Dircadb01, and 
LiTS17 datasets is 93.34%, 95.73%, and 96.62%. The precisions 
of CNN, DNN, SVM, and ANN methods using the dataset 
SLivet'07 are 87.48%, 89.69%, 93.03%, and 92.65% 
respectively. Under dataset 3Dircadb01 dataset, the precision for 
CNN, DNN, SVM, and ANN was 89.22%, 91.25%, 93.48%, and 
94.83%, respectively. Similarly, with the LiTS17 dataset, the 
precision for CNN, DNN, SVM, and ANN is 93.26%, 92.37%, 
94.24%, and 95.17%, respectively. 

4) Recall 
TABLE.2 RECALL ANALYSIS 

Impact of precision analysis (%) 

Dataset CNN DNN SVM ANN RCNN-SSO 

SLiver’07 88.36 87.72 98.35 91.13 92.24 

3Dircadb01 91.24 89.61 90.31 92.36 93.36 

LiTS17 90.24 95.24 93.45 96.04 96.94 

 

 
 

Figure.5. Analysis of Recall with Existing methods 

Table.2 and Figure.5 exhibit the results of the RCCN-SSO 
model's thorough liver disease classifications identified 
methodologies. CT images are used to segment the liver, and 
three hard datasets used for this task are 3Dircadb01, LiTs17, 
and SLiver'07. We demonstrate that with segmentation of 
datasets, we compare the current system to the suggested 
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technique in recall analysis. The recommended values of the 
proposed system are greater than those of current systems. The 
recall of RCCN-SSO under SLivet'07, 3Dircadb01, and LiTS17 
datasets is 92.24%, 93.36%, and 96.94%. The recall of CNN, 
DNN, SVM, and ANN methods using the dataset SLivet'07 is 
88.36%, 87.72%, 98.35%, and 91.13%, respectively. Under 
dataset 3Dircadb01 dataset, the recall for CNN, DNN, SVM, and 
ANN was 91.24%, 89.61%, 90.31%, and 92.36%, respectively. 
Similarly, with the LiTS17 dataset, the recall for CNN, DNN, 
SVM, and ANN is 90.24%, 95.24%, 93.45%, and 96.04%, 
respectively. 

5) F1-Score 
TABLE.3 F-SCORE ANALYSIS 

 

Figure.6 Analysis of F-Score with Existing methods 
 

Table 3 and Figure 6 show the F-score study of the RCNN-
SSO technique with present methods below different datasets. 
The F-score value of RCCN-SSO under SLivet'07, 3Dircadb01, 
and LiTS17 datasets is 93.11%, 94.22%, and 95.22 % for 500 
data whereas the F-score values of CNN, DNN, SVM, and ANN 
methods using the dataset SLivet'07 is 84.26%, 87.34%, 
89.16%, and 91.32%, respectively and it is 82.25%, 88.52%, 
89.36% and 91.24% under 3Dircadb01 dataset respectively and 
the F-score values under LiTS17 dataset is 83.41%, 85.26%, 
85.16% and 89.18% respectively. 

6) Accuracy 

Figure.7 and Table.4 exhibit the results of the RCCN-SSO 

model's thorough liver disease classifications and identified 

methodologies. CT images are used to segment the liver, and 

three hard datasets used for this task are 3Dircadb01, LiTs17, 

and SLiver'07. We demonstrate that with segmentation of 

datasets, we compare the current system to the suggested 

technique in accuracy analysis. The recommended values of the 

proposed system are greater than those of current systems. The 

accuracy of RCCN-SSO under SLivet'07, 3Dircadb01, and 

LiTS17 datasets is 93.80%, 95.71%, and 96.60%. The accuracy 

of CNN, DNN, SVM, and ANN methods using the dataset 

SLivet'07 is 87.43%, 89.64%, 93.01%, and 92.61%, 

respectively. Under the dataset 3Dircadb01 dataset, the 

accuracy for CNN, DNN, SVM, and ANN was 91.90%, 

91.22%, 93.43%, and 94.81%, respectively. Similarly, with the 

LiTS17 dataset, the accuracy for CNN, DNN, SVM, and ANN 

is 93.26%, 92.33%, 94.22%, and 95.14%, respectively. 

 
TABLE.4 ACCURACY ANALYSIS 

Impact of Accuracy analysis (%) 

Dataset CNN DNN SVM ANN 

RCNN-

SSO 

SLIVER’07 87.43 89.64 93.01 92.61 93.80 

3DIRCADB01 91.90 91.22 93.43 94.81 

           

95.71 

LITS17 

    

93.26 92.33 94.22 95.14 96.60 

 
Figure.7 Analysis of accuracy with Existing methods 

V. CONCLUSION 

This work proposes combining CNNs at many scales and 
levels to utilize RCNN-SSO, an explainable deep learning 
technique, to differentiate benign from malignant liver lesions in 
CT images. The multi-level fusion diagnostic method needs to 
be built in order to complement feature descriptions, it was 
obvious to analyses abrasion on three different patch sizes, each 
of which was a different size. We created an efficient classifier 
by combining information at the feature-level, as well as the 
decision-level, in order to take advantage of courtesy data from 
three distinct patch sizes. This study goes into great detail about 
the diagnostic performance difference as well as the decision-
making process. The visual qualities accounted for the 
disparities in diagnostic performance. The depiction of the 
attention map improved the decision-making process. To put our 
strategy to the test, we employed a variety of RCNN 
architectures. When compared to a single-scale technique, the 
testing findings revealed that while feature fusion improved 
performance, multi-level fusion improved it much more. The 
feature and decision-level fusion of the RCNN-SSO method was 
shown to be substantial. 

Future studies will look at the relative benefits of various 
training methods, including but not limited to transfer learning. 
We intend to acquire CT scans from other patients and conduct 
additional external validation to advance our study. The addition 
of an attention mechanism to our diagnostic model will increase 
diagnosis accuracy even further. By experimenting with fresh 
ways of describing and visualizing deep learning models, the 

Dataset No of 

Data 

from 

dataset 

CNN DNN SVM ANN RCNN-

SSO 

SILVER’07 100 82.26 85.17 87.43 89.55 91.24 

300 83.26 86.72 88.26 90.47 92.34 

500 84.26 87.34 89.16 91.32 93.11 

3DIRCADB01 100 84.16 86.33 88.16 90.47 92.45 

300 83.17 85.25 86.56 89.63 93.53 

500 82.25 88.52 89.36 91.24 94.22 

LITS17 100 85.26 87.17 89.16 91.28 93.41 

300 89.31 90.17 91.16 92.26 94.35 

500 83.41 85.26 85.16 89.18 95.22 
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objective is to make the liver diagnosis model more transparent 
to users. Displaying hidden layers, neurons, and gradients are 
examples of these tactics.  
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