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Abstract 

 In the realm of survival prediction, identifying relevant features plays a pivotal role in enhancing model accuracy and interpretability. 

This research proposes a novel feature selection method that leverages the synergies between the Whale Optimization Algorithm (WOA) and 

Genetic Algorithm (GA) to optimize the selection process. The WOA, inspired by the social behavior of humpback whales, is employed to 

explore the solution space efficiently, while the GA, inspired by the process of natural selection, is used for refining and evolving potential 

feature subsets. The proposed hybrid algorithm, termed WOA-GA, introduces a dynamic framework that adaptively adjusts the exploration-

exploitation trade-off during the search process. The WOA's exploration capabilities are harnessed in the early stages to efficiently traverse the 

solution space, while the GA's exploitation capabilities are employed later to fine-tune and evolve promising feature subsets. The synergistic 

combination of these two optimization techniques aims to mitigate the limitations of each individual algorithm and capitalize on their 

complementary strengths. 
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1. INTRODUCTION 

 Over the last few years, healthcare data has become 

more complex for the reason that large amount of data are 

being available lately, along with the rapid change of 

technologies and mobile applications and new diseases have 

discovered [1][2][3][4]. Therefore, healthcare sectors have 

believed that healthcare data analytics tools are really 

important subject in order to manage a large amount of 

complex data.  The purpose of Artificial Intelligence is to 

make computers more useful in solving problematic 

healthcare challenges and by using computers we can 

interpret data which is obtained by diagnosis of various 

chronic diseases like Alzheimer, Diabetes, Cardiovascular 

diseases and various types of cancers like breast cancer, colon 

cancer etc [5] [6] [7]. 

 Artificial intelligence (AI) and related technologies 

are increasingly prevalent in business and society, and are 

beginning to be applied to healthcare [8] [9] [10].  These 

technologies have the potential to transform many aspects of 

patient care, as well as administrative processes within 

provider, payer and pharmaceutical organizations. Today, 

algorithms are already outperforming radiologists at spotting 

malignant tumours, and guiding researchers in how to 

construct cohorts for costly clinical trials. 

 However, for a variety of reasons, we believe that it 

will be many years before AI replaces humans for broad 

medical process domains [11] [12] [13]. Through this 

research work, various Machine Learning and Deep Learning 

approaches will  be used to enhance the prediction of disease 

survival [23] [24].  In this research work, considered a dataset 

with maximum common diseases (diabetes, obesity, 

Hepatitis, Kidney Disease, HIV) features to predict the 

survival rates for the considered diseases [14]. 

 

2. GENETIC ALGORITHM 

 Holland proposed the GA in 1975, based on 

Darwin's biological evolution theory [15]. This algorithm 

shows a flection of natural selection process where people 

with the best fitness are selected for reproduction to generate 

the next-generation children based on an initial population of 

chromosomes (i.e., solutions). The offspring inherit the 

parent's characteristics and even pass them down to the next 

generation. If the parents are in better shape, the children will 

be in better shape as well, which means they will have a better 

chance of surviving than their parents [16]. The GA flowchart 

is shown in Figure 1. 

 On this foundation, in GA, the journey toward the 

optimal solution begins with a randomly initialised 

population of chromosomes. The size of the beginning 

population is determined by the nature and complexity of the 

task at hand, and it remains constant throughout the 

algorithm's iterations. A fitness function examines the values 

assigned to each chromosome. As a result, parent 

chromosomes are chosen from the chromosomes with the 

highest fitness values when compared to other chromosomes. 

Crossover and mutation operators are used to achieve this. 
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The crossover operator swaps portions of one chromosome 

with those of another chromosome at random [20] [21]. As a 

result, rather than closely matching either of the parent 

chromosomes, the offspring receives significant 

characteristics from each of them. This operator sets the tone 

for delivering higher-quality results. When the mutation 

operator is applied to a chromosome, the value of one or more 

genes in a portion of the offspring chromosomes is randomly 

modified. Following that, the fitness function is used to 

evaluate the newly generated solutions, and the procedure is 

repeated until the stopping requirement is reached, at which 

time the best solution is presented. 

 
Figure 1: Flowchart of Genetic Algorithm 

 

3. WHALE OPTIMIZATION ALGORITHM 

 The mathematical model of WOA [17][18] is based 

on the humpback whales' unique hunting technique: 

3.1 Encircling Prey 

 The objective victim in WOA is the current best 

agent. Because actual humpback whales can detect and 

surround the location of a victim, the remaining whales in the 

population will attempt to improve their site in the direction 

of the best search agent using the following equations: 

 

 Where t is the current iteration, �⃗⃗� (t) is a vector 

indicating position, 𝑋∗⃗⃗ ⃗⃗  (𝑡) is a vector reflecting the location of 

the best solution obtained so far, and 𝐴   and 𝐶  are obtained 

by:  

 

 Where 𝑟  is an arbitrary vector in the range [0,1], and 

𝑎  decreases linearly from 2 to 0 according to the equation:

  

 
 Where MaxIter is the total iterations. 

 

3.2 Shrinking Encircling Method 

 Throughout the rounds, the value of 𝑎  in equation 

(3) is lowered from 2 to 0. As a result, 𝐴   is an arbitrary value 

in the range [-1,1], and every whale's new location is 

somewhere between its native location and the current best 

whale's location. 

3.3 Spiral updating position 

 The space between the whale at X and the victim at 

𝑋′  is calculated here. The following equation is used to 

represent genuine whales' helix-shaped motion:  

 

 Where �⃗⃗�  = |𝑋∗⃗⃗ ⃗⃗  (𝑡) −  𝑋 (𝑡)| denotes the distance 

between the ith whale and the victim, b is a constant, and l is 

an arbitrary value in the range [-1,1]. 

 It is assumed that half of the people will choose the 

spiral model or the diminishing encircling mechanism. The 

following equation can be used to express this: 

 
 Where p is an arbitrary number in [0,1]. 

3.4 Exploration Phase 

 Humpback whales search for their prey at random, 

as seen by their proximity to one another. During this phase, 

a randomly selected whale, not the current best whale, 

refreshes the location of a searching whale. In order to 

execute a global search, the criterion in this phase changes to 

|𝐴 | > 1:  

 
 

 

4. WHALE GENETIC OPTIMIZATION 

FEATURE SELECTION METHOD 

Whale Genetic Optimization Feature Selection 

(WGOFS) method is a feature selection wrapper that 

combines GA and WOA methods. After WOA is completed, 

GA is utilised to discover the best option. In each iteration of 

the WGOFS technique, a fitness function is used to evaluate 
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each search agent, and then the desired feature subset is 

chosen. In WGOFS, the selected feature subset is represented 

by the current solution 𝑋 (𝑡). The corresponding features for 

the elements in 𝑋 (𝑡) that are higher than 0.5 are chosen. The 

other functionalities are also removed. The fitness function is 

constructed as, in order to incorporate classification accuracy 

and specified feature dimension at the same time: 

 
 Where 𝛼 ∈ [0,1] equals a balance between the 

relevance of classification accuracy and the dimension of the 

specified characteristic. 𝛾 is the classification error rate for a 

given classifier. W is the number of selected features, while N 

denotes the total number of features. It's worth noting that, 

according to this definition of fitness, a smaller fitness equals 

a better solution.  

 One of the most widely used selection procedures is 

tournament selection. Two random search agents are chosen 

first in the tournament selection process. Then a number 

between 0 and 1 is generated at random. Following that, this 

number is compared to a given probability (mostly is defined 

as 0.5). The solution with the better fitness value is accepted 

when the random number is bigger than the preset probability. 

Aside from that, the mediocre answer is approved. The weak 

solution has a better probability of being chosen in a 

tournament. Tournament selection replaces randomly 

selecting a search agent to update the position of the next 

move because it improves the ability to explore the feature 

space. 

 Equations (2) and (9) are employed in the WOA to 

calculate the next step from a randomly chosen solution and 

the current best solution, respectively. Instead of (2) and (9) 

in WGOFS, the mutation and crossover operators are used to 

determine the position of the next step to increase feature 

space exploration. The mutation rate y is computed using the 

following formula: 

 
 Where M is the maximum number of iterations and 

t denotes the number of iterations currently in progress. As 

the number of iterations rises, the mutation rate y drops 

linearly from 0.9 to 0. The crossover operation is carried out 

between the current solution 𝑋 (𝑡) and the mutation resulting 

solution. The following is the formula for this operation:

  

 

 The result of the mutation process is 𝑋𝑀𝑢𝑡⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, and 

𝑋 (𝑡 + 1) is the newly created solution. Furthermore, in the 

range [0,1], 𝒵 is a random number, and 𝑋 (𝑡 + 1)𝑑 is the dth 

dimension in 𝑋  (𝑡 + 1). 

Algorithm: Whale Genetic Optimization Feature 

Selection (WGOFS) Method 

 
 

5. RESULT AND DISCUSSION 

5.1 Evaluation Metrics 

 Table 1 depicts the evaluation metrics for analyzing 

the performance of the Proposed WGOFS method, and 

existing feature selection methods using three different 

classification techniques. The disease survival dataset is 

considered from the repository [19]. 

 

Table 1: Performance Metrics 

Metrics Equation 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

True Positive Rate (TPR) 

(Sensitivity or Recall) 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

False Positive Rate (FPR) 𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

True Negative Rate 

(Specificity)  

1- False Positive Rate (FPR) 

Miss Rate 1-True Positive Rate (TPR) 

False Discovery Rate 1- Precision 
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5.2 Performance Analysis 

The performance of the proposed WGOFS method 

is evaluated with the existing techniques like Whale 

Optimization Algorithm (WOA), Animal Migration 

Optimization (AMO), Genetic Algorithm (GA), and Particle 

Swarm Optimization (PSO) for the given performance 

metrics using Artificial Neural Network (ANN), Gradient 

Boosting Tree (GBT), and Random Forest (RF) [22] for the 

given performance metrics. 

 Table 2 depicts the Classification Accuracy (in %) 

obtained by the Proposed WGOFS method, WOA, GA, 

AMO, and PSO based Feature selection methods using GBT, 

ANN and RF classification methods. From the table 2, it is 

shown that the proposed WGOFS method gives more 

accuracy than the other feature selection methods. 

 

Table 2: Classification Accuracy (in %) obtained by the 

Proposed WGOFS method, WOA, GA, AMO, and PSO 

based Feature selection methods using GBT, ANN and RF 

classification methods 

Feature Selection 

Methods 

Classification Accuracy (in %) by 

Classification Techniques 

ANN GBT RF 

Original dataset 55.38 45.63 43.32 

WOA 73.85 63.81 58.45 

GA 74.99 71.86 68.02 

AMO 69.74 65.95 63.54 

PSO 68.68 62.65 61.45 

Proposed WGOFS 

method 

95.78 92.29 89.63 

 

Table 3 depicts the True Positive Rate (in %) obtained by the 

Proposed WGOFS method, WOA, GA, AMO, and PSO based 

Feature selection methods using GBT, ANN and RF 

classification methods. From the table 3, it is shown that the 

proposed WGOFS method gives more TPR than the other 

feature selection methods. 

Table 3: True Positive Rate (in %) obtained by the Proposed 

WGOFS method, WOA, GA, AMO, and PSO based Feature 

selection methods using GBT, ANN and RF classification 

methods 

Feature Selection 

Methods 

True Positive Rate (in %) by 

Classification Techniques 

ANN GBT RF 

Original dataset 54.49 44.54 42.23 

WOA 74.96 64.92 59.56 

GA 75.81 72.95 69.13 

AMO 68.86 64.86 62.63 

PSO 67.77 61.56 60.53 

Proposed WGOFS 

method 

95.59 91.38 89.72 

 

Table 4 depicts the False Positive Rate (in %) 

obtained by the Proposed WGOFS method, WOA, GA, 

AMO, and PSO based Feature selection methods using GBT, 

ANN and RF classification methods. From the table 4, it is 

shown that the proposed WGOFS method gives reduced FPR 

than the other feature selection methods. 

Table 4: False Positive Rate (in %) obtained by the Proposed 

WGOFS method, WOA, GA, AMO, and PSO based Feature 

selection methods using GBT, ANN and RF classification 

methods 

Feature Selection 

Methods 

False Positive Rate (in %) by 

Classification Techniques 

ANN GBT RF 

Original dataset 53.61 64.17 65.69 

WOA 27.53 33.62 34.47 

GA 22.42 30.18 33.47 

AMO 38.82 44.51 45.84 

PSO 41.72 47.34 48.73 

Proposed WGOFS 

method 

5.94 6.41 9.54 

 

Table 5 depicts the Precision (in %) obtained by the 

Proposed WGOFS method, WOA, GA, AMO, and PSO based 

Feature selection methods using GBT, ANN and RF 

classification methods. From the table 5, it is shown that the 

proposed WGOFS method gives improved precision than the 

other feature selection methods. 

Table 5: Precision (in %) obtained by the Proposed WGOFS 

method, WOA, GA, AMO, and PSO based Feature selection 

methods using GBT, ANN and RF classification methods 

Feature Selection 

Methods 

Precision (in %) by Classification 

Techniques 

ANN GBT RF 

Original dataset 66.81 53.92 46.76 

WOA 78.72 69.82 67.81 

GA 79.25 71.38 62.74 

AMO 65.88 62.76 58.97 

PSO 60.52 61.53 57.85 

Proposed WGOFS 

method 

96.52 90.53 80.66 

 

Table 6 depicts the Specificity (in %) obtained by the 

Proposed WGOFS method, WOA, GA, AMO, and PSO based 

Feature selection methods using GBT, ANN and RF 

classification methods. From the table 6, it is shown that the 

proposed WGOFS method gives improved specificity than 

the other feature selection methods. 
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Table 6: Specificity (in %) obtained by the Proposed 

WGOFS method, WOA, GA, AMO, and PSO based Feature 

selection methods using GBT, ANN and RF classification 

methods 

Feature Selection 

Methods 

Specificity (in %) by Classification 

Techniques 

ANN GBT RF 

Original dataset 46.39 35.83 34.31 

WOA 72.47 66.38 65.53 

GA 77.58 69.82 66.53 

AMO 61.18 55.49 54.16 

PSO 58.28 52.66 51.27 

Proposed WGOFS 

method 

94.06 93.59 90.46 

 

Table 7 depicts the Miss Rate (in %) obtained by the 

Proposed WGOFS method, WOA, GA, AMO, and PSO based 

Feature selection methods using GBT, ANN and RF 

classification methods. From the table 7, it is shown that the 

proposed WGOFS method gives reduced miss rate than the 

other feature selection methods. 

Table 7: Miss Rate (in %) obtained by the Proposed 

WGOFS method, WOA, GA, AMO, and PSO based Feature 

selection methods using GBT, ANN and RF classification 

methods 

Feature Selection 

Methods 

Miss Rate (in %) by Classification 

Techniques 

ANN GBT RF 

Original dataset 45.51 55.46 57.77 

WOA 25.04 35.08 40.44 

GA 24.19 27.05 30.87 

AMO 31.14 35.14 37.37 

PSO 32.23 38.44 39.47 

Proposed WGOFS 

method 

4.41 8.62 10.28 

Table 8 depicts the False Discovery Rate (in %) 

obtained by the Proposed WGOFS method, WOA, GA, 

AMO, and PSO based Feature selection methods using GBT, 

ANN and RF classification methods. From the table 8, it is 

shown that the proposed WGOFS method gives reduced miss 

rate than the other feature selection methods. 

Table 8: False Discovery Rate (in %) obtained by the 

Proposed WGOFS method, WOA, GA, AMO, and PSO 

based Feature selection methods using GBT, ANN and RF 

classification methods 

Feature Selection 

Methods 

False Discovery Rate (in %) by 

Classification Techniques 

ANN GBT RF 

Original dataset 33.19 46.08 53.24 

WOA 21.28 30.18 32.19 

GA 20.75 28.62 37.26 

AMO 34.12 37.24 41.03 

PSO 39.48 38.47 42.15 

Proposed WGOFS 

method 

3.48 9.47 19.34 

 

6. CONCLUSION 

 Through this research work, optimization 

techniques-based feature selection is proposed to enhance the 

disease prediction accuracy of the classification.  Whale 

Optimization Algorithm and Genetic Algorithm is hybridized 

to extract the most pre-dominant features from the disease’s 

datasets. The accuracy of the proposed Genetic Whale 

Optimization Feature Selection method is evaluated with 

various metrics using three different classifiers like GBT, 

ANN and RF. From the results obtained, it is shown that the 

proposed GWOFS method gives better result with GBT 

classifier in terms of Accuracy, TPR, FPR, Specificity, Miss 

Rate, False discovery rate than other feature selection 

techniques and classifiers. 
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