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Abstract:

The stock market has considered the active research fields today, and forecasting its behaviour is an enormous necessity. Predicting
the stock market is complex, necessitating a thorough examination of data patterns. Correct forecasting outcomes can provide significant insight
to investors, lowering investment risk. This paper proposes a novel Weight and Bias Tuned Long Short-term Memory (WBTLSTM) with an
efficient feature extraction model, Bilateral ReLU-based Two-Dimensional Convolutional Neural Network (BR2DCNN), for stock price
prediction (SPP). First, the stock data was collected from the publicly available dataset. Then the missing values imputation and data
normalization is performed on the collected dataset. The preprocessed dataset extracts the most relevant features using BR2DCNN. Finally, the
future stock events are predicted using the WBTLSTM. The weights and biases are tuned with the help of the Enhanced Butterfly Optimization
Algorithm (EBOA). Experimental findings prove that the proposed one achieves superior outcomes compared to the conventional methods
regarding some performance metrics.
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1. INTRODUCTION including market expectation, macroeconomic circumstances,
and trust in the concern’s managing and maneuvers. The advent
of technology allows the public to access more information in
a shorter period [3]. However, producing an accurate prediction
remains complex and demanding [4, 5]. The efficient market
hypothesis adherents assert that precise predicting of future
stock values is impossible. Propositions, however, show how
complicated algorithms and sophisticated and optimally
developed predictive models enable one to estimate future stock
values with great precision [6].

Finance marketplaces are among the most interesting
technological advances of our time. These financial markets
have a massive impact on many industries, including
technology and business. The two major procedures are
followed by the Investors to make stock market conclusions to
increase returns while reducing risk. The evolution of stock
market forecasting has acquired prominence among expert
analysts and investors [1]. The companies sell stocks on a stock
market to extend their businesses and the investors or buyers

can buy the companies stocks and sell those stocks to other
investors at a predetermined rate. The investors can get the
profit by selling those stocks at any time with an additional cost
[2]. Stock price fluxes are connected with several variables,
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The stock prediction has become more efficient with
the emergence of machine learning (ML) models [7]. Many ML
techniques, including random forest, support vector machine
(SVM), and neural network (NN) approaches, are utilized for
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improving the classic market estimate strategies [8]. These
approaches help deal with stock market data's large
dimensionality and non-linearity [9]. All models mentioned
above use handmade characteristics extracted from raw data as
input. However, the creation of handcrafted features is a time-
consuming and domain-specific procedure. Furthermore, as the
size of the feature space grows, the training duration of the
models increases, and the model outputs become increasingly
difficult to comprehend [10].

As a result, recent breakthroughs in ML, such as deep
learning (DL) [20] based techniques, have been focused on by
numerous researchers in order to anticipate the stock
effectively. It can extract essential elements from complex and
noisy data and detect latent nonlinear correlations without
relying on the human skill or economic assumptions [11].
However, improvements in conventional DL approaches are
still required because typical DL approaches choose the
hyperparameter to train the network at random [21] [22].
Randomly choosing these hyperparameters increases the
computational process's complexity and introduces an
overfitting problem. Thus, using an efficient neural network,
the proposed system uses a novel optimal tuning-based DL
approach to predict the stock and efficiently extract the features
from the dataset. The main objectives of the proposed work are
explained as follows:

e  The missing values imputation and data normalization
pre-processing are performed to impute the missing
values in the dataset and to normalize the dataset

e Employing BR2DCNN to extract the most relevant
feature from the dataset increases the prediction
accuracy of the classification system and reduces its
overfitting problem.

e Utilizing WBTLSTM to predict the future stock
events and the weight and bias are tuned based on
EBOA to minimize the loss in SPP and avoid the
saturation of the network.

The rest portion of the manuscript is outlined in the
following manner. Section 2 surveys recent methodologies
associated to the SPP. The brief discussion of the proposed
method is given in section 3. The outcomes of the proposed and
existing schemes for SPP is given in section 4 and the
conclusions of the suggested framework is given in section 5.

2. RELATED WORK

This section discusses the recent methodologies for SPP using
machine and DL models. The shortcoming of the existing
schemes and the solutions offered by the proposed system are
also discussed at the end of the section.
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Yang Li and Yi Pan [12] presented an SPP system
using an ensemble deep-learning model. Firstly, the system
collected the data from the New York City dataset and then the
collected data was preprocessed by removing the null values
and combining the stock data in the dataset. Finally, long short-
term memory (LSTM) as well as gated recurrent unit were
utilized for SPP. The outcomes showed that the method
performed better than the existing state of art schemes. Kyung
Keun Yun et al. [13] suggested a genetic algorithm based on
extreme gradient boosting (GA-XGBoost) having three-stage
feature learning for SPP. The data was collected from the
KOSPI dataset, and then the feature set expansion was done,
which contained three stages: technical indicators generation,
data preparation and normalization and GA-based optimal
feature selection. The selected features were fed into the
XGBoost model for SPP. The system achieved an accuracy of
93.28% that was greater than the previous related
schemes. Atharva Shah et al. [14] presented a hybrid
approach called convolution neural network (CNN) with LSTM
for SPP. The stock market data was initially collected from the
Nifty 50 stock market index. Then the collected data was given
to the CNN for feature extraction, and finally, the extracted
feature set was passed into LSTM for SPP. The results showed
that the method attained the mean absolute error (MAE) of
2.54% for the collected stock data of 10 years, which were
better than the traditional learning schemes.

Hadi Rezaei et al. [15] presented a hybrid deep-
learning model for SPP. Initially, the data was collected from
publicly available datasets, namely Dow Jones, DAX, S&P500
and Nikkei225 index. The collected data was fed into hybrid
classifiers such as Empirical Mode Decomposition (EMD) as
well as Complete Ensemble EMD (CEEMD) for SPP. Initially,
the data was collected from the Indian stock exchange database.
The method attained a root mean squared error of 194.7,
108.56, 163.56 and 14.88 for Nikkei255, DAX, Dow Jones, and
S&Ps00 datasets, which was better than the previous
schemes. Srivinay et al. [16] presented a hybrid DL scheme
including prediction rule ensembles (PRE) as well as deep
neural networks (DNN) for SPP. The collected data’s technical
indicators were considered to detect the stock price’s uptrends.
Then different rules were generated using PRE for stock
prediction. Finally, DNN was utilized for SPP, in which the
system attained an RMSE between 5 to 7%, which was lower
than previous related schemes.

The methods mentioned above efficiently predict the
future stock price with satisfactory results. However, some
works manually extract the features from the dataset. Manual
feature extraction takes more time to train the network and
decreases the prediction rate. Thus, most of the author uses
CNN methods to extract new features from the dataset.
However, it cannot capture all the relevant spatiotemporal
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information because the convolutional kernel moves in a single
direction. Thus the proposed system uses Two dimensional
CNN to extract all temporal and spatial features from the
dataset. In addition, some authors used an ML algorithm to
predict the stock, but it needed to be more suitable for a large
amount of data. Most of the author uses a DL algorithm to
handle a large amount of stock data, which effectively predicts
future stock events. However, the biggest challenge in the DL
algorithm is tuning its hyperparameter. Because the weights
and biases in the DL algorithm are chosen randomly, it
increases the computational complexity and maximises the
error values. Hence in this proposed work, the parameters are
tuned based on EBOA in the LSTM algorithm.

3. PROPOSED METHODOLOGY

This paper proposes a novel WBTLSTM-based stock
prediction with efficient feature extraction using BR2DCNN.
Initially, the stock market data was collected from publicly
available datasets. Then the pre-processing operations, such as
missing value imputation and data normalization, are
performed on the collected data. Next, feature extraction is
performed using BR2DCNN to extract the more relevant
features from the pre-processed dataset. Finally, the stock
prediction is made based on WBTLSTM. Herein, the weights
and biases of the LSTM are optimally chosen by EBOA. The
proposed system’s flow diagram is illustrated in fig. 1.

Load NIFTY 50 stock market
dataset from NSE

Preprocessing

e Missing value
imputation
* Data normalization

+

-
Feature Extraction using ]

BR2DCNN

v

4 Stock price prediction
using WBTLSTM

Hyperparameter
tuning using EBOA
= v

Performance Evaluation

.

MSE., RMSE. MAE and
MAPE
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Figure 1: Proposed system’s flow diagram
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3.1 Date Preprocessing

Initially, the stock market data was collected from publicly
available datasets. Then preprocessing is applied to the
collected dataset to minimize the error and increase the
prediction rate. Herein, the missing values imputation and data
normalization preprocessing is applied to the collected dataset
to generate accurate and reliable data while reducing the time
necessary to analyze raw data. Initially, the missing values in
the data set are replaced based on the mean imputation. It is an
approach that replaces a missing value on a variable with the
mean of the available values. Following that, the obtained
dataset is normalized. Scaling data from its initial range to
ensure every value falls between 0 and 1 is referred to as
normalization. The primary goal of the data normalization
procedure is to provide high-quality data that can be fed into a
prediction system. It increases gradient descent speed and
accuracy. By applying a linear modification to the initial data,
min-max normalization is often employed for scaling data
between specific ranges. It can be stated as follows:

Norm(CDs)z (ést)Sm; (—CECV: )min

DS )min

@)
Where, CDS refers to the input collected stock data,

(CDS )min and (CDS )max signifies minimum and maximum data

in the input dataset.
3.2 Feature Extraction

The feature extraction process extracts the more informative
features from the collected dataset by avoiding the irrelevant
features. It can fine-tune extensive databases to achieve greater
accuracy and robustness. In this proposed work, the feature
extraction is done with the help of a BR2DCNN to extract the
most relevant features from the dataset and to increase the
prediction rate. The 2DCNN extracts the features with the
kernel size of (3 x 3), and the kernel moves in two directions to
generate a feature map. The network includes three layers to
perform its extraction process: convolution, pooling, and fully
connected layer. The sigmoid and tanh functions are utilized in
the 2DCNN activation function, resulting in the gradient
vanishing problem [19]. Rectified linear unit (ReLU) eliminates
the issue of vanishing gradients, one of the primary factors
behind 2DCNN's current rebirth. One of the most significant
drawbacks of ReLU is the existence of dead neurons. The
original input is forced to contend with the constant term O,
resulting in nonlinear transformation abilities, with specific
neurons staying untrained during the training process. The
suggested system employs the Bilateral ReLU activation
function to avoid the issue of neuron death during training. As
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aresult, this update in 2DCNN has been dubbed BR2DNN. The
following is an explanation of the BR2DCNN process:

The kernel of convolution examines the input features
regularly. The input preprocessed dataset is first fed into the 2D
convolutional kernel, with each cell representing a bias vector
as well as a weight coefficient. Then the input features are
combined and multiplied by the matrix elements in the arena of
reception. It is mathematically expressed as follows:

JE—) INm_l_ J—
FMn =y’ (Bm + > wn *ij
i=0

@)

Where, FM n represents the feature map, * refers to

the 2D convolution, IN, indicates the total numnber of

instances from the preprocessed dataset,  refersto the weight

of the filter, Y proffers the preprocessed dataset, B, signifies

the bias value. Moreover, the term " denotes the to Bilateral

ReLU activation function, which avoids the problem of
gradient saturation in conventional neural network. It is
mathematically expressed as follows:

w' ( Y)z min (Tlrinax, max (ﬂin S_{»
(3

Where, Tmin and Tmax signifies the constant input

values (Y) for Bilateral ReLU with Tmin < 0and T 1,

respectively. The output feature map of the convolutional layer
will be transmitted to the max-pooling layer for reducing
extracted feature maps’ size into lower dimensions and
avoiding the overfitting issues in the network. It employs the
highest value in the convolution filter with a defined size before
subsampling. The pooling area is chosen in the same way that
the stages of the convolution kernel’s scanning feature map are,
using the pooling size, step size, as well as filling parameters.
Following the max-pooling operation, the acquired feature map
is given into the flattening layer, which turns the pooling layer’s
input matrix into a vector. Finally, the fully connected layer gets
the feature vector and is given as input to the classifier to predict
the stock.

3.3 Stock Prediction

Stock prediction aims at predicting the future worth of an
organization’s financial stocks. WBTLSTM are employed in
this proposed work to estimate upcoming market events. The
LSTM isakind of recurrent neural network (RNN). It maintains
the strong prediction performance of an RNN network for time
series data. It establishes the input gate, forgetting gate, and
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output gate simultaeously to deal with disappearing gradients
and gradient explosion by reciting and forgetting past
knowledge. It comprises distinct memory blocks acknowledged
as cells. The two states namely cell and the hidden states are
forwarded to the following cell. Although the LSTM achieves
better performance in future stock prediction issues, the major
difficulty in LSTM is fine-tuning its weights and bias because
random weights and bias initialization increase the training time
and increase the overfitting/underfitting issues. So the proposed
system uses EBOA to optimally select the weight and bias of
the LSTM to avoid overfitting issues. This improvization in
conventional LSTM is termed as WBTLSTM. The
WBTLSTM? stpes are explained as follows:

Step 1: Weights and Bias optimization

The weights as well as biases of the LSTM network
are initially optimized utilizing the Enhanced Butterfly
Optimisation Algorithm (EBOA). The BOA is a metaheuristic
swarm-based algorithm. Butterflies use their smelling sense to
discover food from faraway locations and to distinguish
between distinct smells in a specific region. Butterflies foraging
is the core strategy of the BOA optimization algorithm, which
uses their sense of smell to locate food. Despite its improved
performance, BOA still faces numerous challenges. For
example, the traditional BOA assumes the population
randomly, increasing population diversity.

Furthermore, while addressing highly complicated
problems, the basic BOA is prone to falling into the local
optimum, and the convergence speed decreases dramatically in
the late iteration period. As a result, the proposed method
employs a chaotic Tent map to boost population diversity and
randomization. Furthermore, the suggested system employs
Levy flight to maintain a healthy balance between exploration
and exploitation, enhancing its global search capabilities and
effectively preventing it from falling into a local optimum.
These two incorporations in conventional BOA are termed
EBOA. These are explained as follows:

The fragrance is represented in this EBOA as a
function of the significant concentration of stimulation of the
butterflies, which is mathematically determined by:

ﬁp =0, xSM "
(4)
Where, ﬁp indicates the amount of fragrance
produced by p_th butterfly, SM denotes the stimulus’

strength, O, refers to the sensory modality, and ex —signifies

called power exponent. After explaining the essential variables,
the population of the butterflies are initialized using the Tent
chaotic map for increasing the population’s diversity. A tent

1067


http://www.ijritcc.org/

International Journal on Recent and Innovation Trends in Computing and Communication

ISSN: 2321-8169 Volume: 11 Issue: 9

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023

chaotic map is a two-dimensional linear map, and the
mathematical model of tent chaotic map for population
initialization is expressed as follows:

0<E <05
2(1—E|), 05<E <1

— 2]_3|,

1+1 =

0

Where, E. refers to the current population of |

individual and Eo indicates the random number between o and
1. Then compute the fitness of the individual minimizing the
mean squared error. This is expressed as follows:

Fit _ Func (E: )= min (MSE)
®)

mse = 2 3°(a, — ;)

IN o=t

(6)
Where, AV'] and V'|' indicates the actual and predicted

values and 1, — refers to the number of samples in the training

dataset. After that, update the position of the butterfly globally
and locally. During a global search, the butterfly takes a step
towards the best position based on the fitness value of the
objective function. It is expressed as follows:

—7r+l

Ei =Ei +(an xG_B’ —E.’)xﬁp x LF,(77)
W)

Where, Ei refers to the | ™" individual position
at 7 ™" iteration, G _ B” indicates the global best solutions in

the current iteration amongst all, R, denotes the arbitrary
number between O to 1 that generates a specific degree of
randomness in the search horizon, and LFg (77) refers to the

levy flight strategy to balance the global search and to avoid the
local optimal issue. Levy flight is a random walk where the
steps are defined by their lengths, which have a particular
probability distribution, and it is expressed as follows:

LF (77) - |77|717a
(8)

Y;

Y

n=
‘Vi‘

©)
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Where, a(0< a <2) indicates an index, 7
indicates the step length, Ujand V;are drawn from normal
distributions. Then the local search can be represented as:

—7r+l

B =B + R x B —Er <R,

a

(10)

Where En and En represents the positions of any
two butterflies from the same swarm. The iteration process is
terminated if the optimal weights and biases are established.
Otherwise, the iteration process is repeated until the best
optimal solutions are obtained.

Step 2: After optimally chosen weights and bias, the
mathematical formulation of various operations performed in
LSTM is given below:

fgw =y (\Nf%W' lﬁ¢fl’§¢J+ B?gb)

11)
iAQ(/J - W*Mfgw : lﬁfp—l’ﬁ‘”J-" Bif)gb)

(12)
6g¢ =y’ O%W'lﬁ(pfl’ﬁ(pj-i_ ngb)

(13)

Where, f@,f@, and 6§ refers to the forget, input

and output gates, respectively, hw_1 indicates the prior hidden

layer units at time step @, EF denotes the extracted feature

ow ow ow ob ob ob
set, Wng ,ng ,and Wg"  and Bng , Bfg ,and By,
represents the optimal weights and bias for the forget gate, input
gate, and output gate, which is selected based on the EBOA,
and !//* signifies the Bilateral ReL U activation function, which

is calculated by suing equation (3).

Step 3: Compute the cell state (CQ) using the following
equation.

AR S R b
g, = Mé%w ' lhw—l* EF¢J+ Bt )
(14)
Then, update the current cell state’ information (§ (p).
It is accomplished by pointwise multiplying the forget gate

output and the current cell state. If (§¢) is 0, The multiplication

will also result in zero, indicating that the initial value has been
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A

completely dropped, otherwise, (S¢) is 1, it is expressed as

follows:

A

S, =fg®eg,, +ig® fg
(15)

Step 4: At last, the hidden state is calculated using equation (16)
and the outcomes of the WBTLSTM predict the future stock
events.

(16)
4. RESULTS AND DISCUSSION

This section shows the performance of the proposed novel
weights and bias-tuned LSTM-based SPP with efficient feature
extraction using BR2DCNN. The system was built using the
Python Keras working platform and the TensorFlow library
backend. The program code was emulated utilizing a GPU with
12.72 GB RAM and a 107.77 GB Google Cloud disc. The
dataset used for the proposed work is explained first, and then
the outcomes of the proposed and existing methods are
analyzed and the conclusion is given.

4.1 Dataset Descriptions

The system collects the data NIFTY 50 stock price data from
National Stock Exchange of India (NSE) which includes the
day level stock data (pricing and trading) from December 10,
2011, to December 10, 2021. The dataset includes 50 stock
prices per day, including the closing, opening, highest, lowest,
and volume-weighted average price. To train and validate its
performance, the system gathered stock price data from the
Kaggle dataset repository. To achieve the best performance
results, we split the dataset using different training and testing
splitting ratios (60-80) for three distinct window sizes (30, 60,
and 90).

4.2 Performance Evaluation

Here, the outcomes of the proposed WBTLSTM are
investigated against the conventional LSTM, Deep belief
Network (DBN), Random Forest (RF), and Support Vector
Machine (SVM). The performance evaluation is done
concerning the Mean Squared Error (MSE), Root MSE
(RMSE), MAE, and Mean Absolute Percentage Error (MAPE).
Table 1 shows the performance of the proposed model with
optimum window size (OWS) and optimum splitting ratios
(OSR).

IJRITCC | September 2023, Available @ http://www.ijritcc.org

Table 1: Results analysis of the proposed model

Proposed MSE RMSE MAE MAPE
Model

Spli | 0.000504 | 0.022688 | 0.004991 | 117.05

t 60 8 3 7 7
Windo | Spli | 0.000007 | 0.004241 | 0.002883 | 70.137
w 30 t 65 7 6 1

Spli | 0.000011 | 0.004677 | 0.003258 | 45.336

t70 6 8 9

Spli | 0.000013 | 0.004822 | 0.003317 36.21

t75 1 1 6

Spli | 0.000014 | 0.004990 | 0.003373 | 30.647

t 80 6 1 7

Spli | 0.000485 | 0.022252 | 0.004581 | 114.66

t 60 2 4 4 6
Windo | Spli | 0.000007 | 0.004229 | 0.002878 | 66.597
w 60 t 65 6 9 6

Spli | 0.000011 | 0.004625 | 0.003195 | 43.233

t70 1 6 9

Spli | 0.000013 | 0.004847 | 0.003343 | 35.213

t75 2 9 3

Spli | 0.000018 | 0.005331 | 0.003640 | 29.616

t 80 1 6 2

Spli | 0.000523 | 0.023088 | 0.005821 | 109.72

t 60 2 5 1 4
Windo | Spli | 0.000011 | 0.004610 | 0.003155 | 64.291
w90 t 65 1 5 6

Spli | 0.000010 | 0.004593 | 0.003162 | 41.878

t70 8 9 1

Spli | 0.000014 | 0.004936 | 0.003383 | 34.261

t75 1 6 2

Spli | 0.000017 | 0.005246 | 0.003549 | 28.036

t 80 2 6 6

Table 1 shows the results of the proposed WBTLSTM
with the existing schemes regarding MSE, RMSE, MAE,
MSLE, and MAPE metrics. In this table, for OWS of 30 and
OSR of 60, the proposed one has an MAE, RMSE, MAE, and
MAPE of 0.0005048, 0.0226883, 0.0049917, and 117.057. For
OWS of 30 and OSR of 65, the proposed one has an MAE,
RMSE, MAE, and MAPE of 0.0000077, 0.0042416,
0.0028831, and 70.137. For OWS of 30 and OSR of 70, the
proposed one has an MAE, RMSE, MAE, and MAPE of
0.0000116, 0.0046778, 0.0032589, and 45.336. For OWS of 30
and OSR of 75, the proposed one has an MAE, RMSE, MAE,
and MAPE of 0.0000131, 0.0048221, 0.0033176, and 36.21,
and for OWS of 30 and OSR of 80, the proposed one has an
MAE, RMSE, MAE, and MAPE of 0.0000146, 0.0049901,
0.0033737, and 30.647, which showed that the proposed one
has a small error value for the OWS 30 and the splitting ratio of
65 to 80. Similarly, the proposed one has minimal error values
for the remaining OWS of 60 and 90 and the OSR of 65 to 80.
If the system has low error values, then the system is regarded
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as a sound system. From the table, it is concluded that the
proposed one is superior in error minimization for predicting
stock prices. Next, the average efficiency of the proposed
WBTLSTM is weighted against the conventional methods,
such as LSTM, DBN, RF, and SVM, based on the same error
metrics shown in Figure 2.

001 7 mMSE mRMSE mMAE _
0008 1 [ B []
0.006 4
0.004 4
0.002
[} = = = = =
Proposed LSTM DEN RF SVM
WBTLSTM
Technigues
@)

70
68 - OMAPE —
66 -
64 -
62 4
60 4
538 4
36 A
54 -
52 : : : :

Proposed LSTM DBN EF SVM

WBTLSTM

Techniques
(b)

Figure 2: Efficiency analysis of the proposed one with conventional
methods based on (a) MES, RMSE, and MAE and (b) MAPE

Figure 2 demonstrates the efficiency of the proposed one
with the conventional methods in terms of MSE, RMSE, MAE,
and MAPE metrics. First, consider the MSE metric; the
proposed one has a lower MSE of 0.0001109, but the existing
LSTM, DBN, RF, and SVM have a higher MSE of 0.0001234,
0.0001457, 0.0001956, and 0.0002365. Similarly, the proposed
one achieves the RMSE, MAE, and MAPE of 0.0083456,
0.0036357, and 57.793, which are lower than the previous
models. Thus, the overall results showed that the proposed
system outperforms previous related schemes for SPP. Because
the proposed work applies preprocessing methods on the
dataset and the proposed system uses BR2DCNN to effectively
extract the features from the preprocessed dataset, that
enhances the prediction performance of the classifier without
any computation burden and overfitting issues. Additionally,
the parameter tuning in LSTM results in a minimized loss in

IJRITCC | September 2023, Available @ http://www.ijritcc.org

SPP and avoids the gradient saturation problem compared to
existing algorithms.

5. CONCLUSION

This paper suggests a novel WBTLSTM-based SPP model with
an efficient feature extraction scheme, BR2DCNN. The
proposed system mainly comprises three phases: preprocessing,
feature extraction, and stock prediction. The data from India’s
NSE with ten years of historical stock price data (NIFTY 50
index) is utilized to analyze the effectiveness of the proposed
system. Initially the system’s results are discussed concerning
the MSE, MAE, RMSE, and MAPE metrics by varying
different OWS and OSRs. The outcomes proved that the
proposed method attains the lowest MSE, RMSE, MAE, and
MAPE of 0.0000076, 0.0042299, 0.0028786, and 28.036. Next,
the performance of the proposed WBTLSTM s investigated
against the conventional LSTM, DBN, RF, and SVM based on
the same metrics. Herein also, the proposed one has a minimal
error rate than the conventional methods. Thus, the outcomes
indicated that the proposed one performs better than the
conventional methods. In the future, we plan to increase the
proposed work's prediction rate by introducing efficient feature
selection techniques, and predictions will be made using an
advanced deep-learning approach.
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