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Abstract-Epilepsy is a neurological disorder and non communicable disease which affects patient's health, During this seizure occurrence 

normal brain function activity will be interrupted. It may happen anywhere and anytime so it leads to very dangerous problems like sudden 

unexpected death. Worldwide seizure affected people are around 65% million. So it must be considered as serious problem for the early 

prediction.  A number of different types of screening tests will be conducted to assess the severity of the symptoms such as EEG,MRI, ECG, and 

ECG. There are several reasons why EEG signals are used, including their affordability, portability, and ability to display. The proposed model 

used bench-marked CHB-MIT EEG datasets for the implementation of early prediction of epilepsy ensures its seriousness and leads to perfect 

diagnosis. Researchers proposed Various ML /DL methods to  try for the early prediction of epilepsy but still it has some challenges in terms of 

efficiency and precision Seizure detection techniques typically employ the use of convolutional neural networks (CNN) and a bidirectional 

short- and long-term memory (Bi-LSTM) model in the realm of deep learning. This method leverages the strengths of both models to effectively 

analyze electroencephalogram (EEG) data and detect seizure patterns. These light weight models have been found to be effective in 

automatically detecting seizures in deep learning techniques with an accuracy rate of up to 96.87%. Hence, this system has the potential to be 

utilized for categorizing other types of physiological signals too, but additional research is required to confirm this. 

Keywords:  Deep Learning, EEG, CNN, Bi-LSTM, Epileptic Seizure.

1. INTRODUCTION 

Seizures, which are abrupt bursts of electrical activity in the 

brain, are a recurring and unexpected feature of the 

neurological condition epilepsy. Effective management and 

treatment of epilepsy depend on the accurate and prompt 

detection of seizures. Traditional seizure detection techniques 

frequently rely on skilled professionals manually reviewing 

electroencephalogram (EEG) data, It can take time and is 

prone to error.CNNs and Bi-LSTM have developed into useful 

technologies. for automated seizure diagnosis thanks to 

developments in deep learning techniques. Bi-LSTM networks 

are efficient at modelling temporal dynamics and collecting 

long-range dependencies in the data, whereas CNNs are 

excellent at catching spatial dependencies and extracting 

significant features from raw EEG data. 

CNNs are particularly well-suited for analyzing the spatial 

patterns and local features present in the EEG signals.Through 

the application of a collection of teachable filters to the 

supplied data, they conduct feature extraction using 

convolutional layers. The filters scan the data, capturing 

patterns such as frequency oscillations, transient spikes, or 

waveform shapes that are indicative of seizures. By further 

downsampling the retrieved features, pooling layers can 

reduce computational complexity and improve the 

generalizability of the network.Bi-LSTM networks, on the 

other hand, are intended to simulate the temporal dynamics of 

the EEG data. With their recurrent connections and memory 

cells, LSTM (Long Short-Term Memory) units may identify 

temporal patterns in the input and capture long-range 

dependencies.Researchers have created hybrid architectures 

that make use of the advantages of both CNNs and Bi-LSTM 

networks. The Bi-LSTM layers model the temporal 

relationships and capture the long-term dependencies in the 

EEG signals using the spatial information that the CNN layers 

have extracted from the raw EEG data. In fully connected 

layers for classification, where the final seizure occurrence 

prediction is formed,the Bi-LSTM layers' output is fed.The 

combination of CNNs and Bi-LSTM networks has produced 

promising results in the automatic and accurate seizure 

identification from raw EEG data.
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The hybrid model's ability to capture spatial and temporal 

information simultaneously can lead to improved performance 

in seizure detection tasks. The combination of CNN and 

BiLSTM helps the model learn complex representations and 

capture important features related to seizures, resulting in 

more accurate predictions.The effectiveness and dependability 

of epilepsy diagnosis and monitoring might be greatly 

increased with the help of these deep learning models, which 

would ultimately result in better patient management and 

therapy.The hybrid model can offer some level of 

interpretability by allowing analysis of the learned features 

from both the CNN and BiLSTM components. The CNN can 

highlight important spatial patterns in the EEG signals, while 

the BiLSTM can provide insights into the temporal dynamics 

associated with seizures.Fig. 1. shows that the proposed  

Frame Work of  Hybrid Light Weight  Model.Previous studies 

have proposed a number of detection algorithms.  EEG signals 

are used for feature extraction. EEG signal we can get from 

frequency-domain, time-domain time-frequency analysis, 

wavelet analysis, and more. After features are extracted, the 

classification phase often uses machine learning classifiers or 

other algorithms. Valid methodology for epileptic seizures 

detecting with EEG using machine learning algorithm

 

Fig. 1. Frame Work of Proposed Hybrid Light Weight  Model 

Electroencephalography (EEG) monitors the activity of brain 

for epilepsy patients. It takes a lot of time to read EEG data 

clinically even hundreds of hours. As a result, seizure 

detection that is automatic is crucial. The assessment and 

diagnosis of epileptic seizures is being developed using 

automated techniques that use electroencephalography signal. 

2. RELATED WORKS 

A hybrid model that merged CNN and Bi-LSTM layers was 

proposed by Islam et al.[1]for seizure detection in EEG 

signals.extracted spatial features from the spectrograms of 

EEG signals, and the Bi-LSTM component captured temporal 

dependencies.model achieved high accuracy in detecting 

seizures on the CHB-MIT dataset, outperforming other 

traditional machine learning approaches.Zhang et al.[2]results 

showed that the hybrid models combining CNN and Bi-LSTM 

achieved superior performance compared to individual 

models. Acharya et al.[3]The proposed hybrid models 

achieved high accuracy in detecting seizures on the Bonn 

University EEG dataset.To extract spatial characteristics from 

individual EEG channels, CNN models were used., and Bi-

LSTM models were employed to capture temporal 

dependencies across multiple channels.Khan et al.[4]The 

models were evaluated on the Bonn University EEG dataset, 

and the outcomes demonstrated that hybrid models combining 

CNN and Bi-LSTM achieved superior accuracy compared to 

individual models. 

3. METHODOLOGY 

Deep Learning Model(DL) 

Deep learning (DL) has demonstrated near-human skills to 

handle various tasks in recent years, and has been particularly 

successful in picture classification, object recognition, and 

segmentation[7]. The accuracy of the classification is heavily 

influenced by feature extraction, which is a crucial phase in 

the process. In this process, the crucial phase is feature 

extraction. The accuracy of the classification is heavily 

influenced with the current advancement of deep learning 

(DL), we audaciously anticipate a method in which 

categorization is carried out without the need for intricate 

feature extraction.Convolutional neural network designs 

(CNNs) and recurrent neural networks (RNNs), especially 

long short-term memory (LSTM) and gated recurrent unit 

(GRU) variations, are common designs utilised in seizure 

prediction.For seizure detection, an appropriate deep learning 

neural network structure is used. Recurrent neural networks 

(RNNs), such as long short-term memory (LSTM) networks 

or gated recurrent units (GRUs), and convolutional neural 

networks (CNNs) are popular options. These structures were 

created to, respectively, capture spatial or temporal patterns in 

the EEG data. 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

DOI: https://doi.org/10.17762/ijritcc.v11i10.8504 

Article Received: 28 July 2023 Revised: 20 September 2023 Accepted: 09 October 2023 

___________________________________________________________________________________________________________________ 

 

    399 

IJRITCC | October 2023, Available @ http://www.ijritcc.org 

 

Fig.2. Block Diagram of Deep Learning Based System 

 

 DL automatically extracts the features of global 

synchronization, Without any prior knowledge,. It appears that 

feature extraction before classification is better than feeding 

the classifier with raw EEG data[8].The raw EEG data was 

used to train the Deep Learning models. Nowadays, feature 

extraction is not done.. A predictive analytic model works on 

healthcare to learn from patient past history (data) to forecast 

upcoming illness and to choose the appropriate course of 

therapy.Fig.2, demonstrates the genral outline and numerous 

uses of deep learning models including Recurrent Neural 

Network, LSTM/Bi-LSTM, CNN), GRU, and RBM the 

discipline of healthcare are discussed. The findings indicate 

that the Bi-LSTM/LSTM model is frequently used for medical 

data in time-series and CNN is frequently used for medical 

picture data.A deep learning model can help medical 

practitioners make judgement about prescriptions and 

hospitalizations rapidly, saving time and benefiting the 

healthcare sector. This study examines the a variety of deep 

learning prediction models are  healthcare application  

Datasets Description 

The data used for the analysis was gathered from the CHB-

MIT dataset, which is a collaboration between Children's 

Hospital Boston and the Massachusetts Institute of 

Technology. There are a total of 5 folders, each containing 

100 files that are unique. Each of the 23 chunks that make up 

the data points has 178 data points in it. Every data point 

shows the recorded EEG value at a distinct time point.The 

178-dimensional input vector's category is represented by the 

final column, "y," which accepts values between 1 and 5. A 

value of,5 in particular signifies that the patient's  eyes 

opened when an EEG signal was being used to capture their 

brain activity. 4 - The patient's eyes  closed while the EEG 

signal was being used to measure brain activity.3 -Recorded 

the EEG activity from the tumor-affected part of the brain 

and identified the healthy brain area. 2-They recorder tumor 

located area from the EEG signal.1Seizure Activity is 

recorded. 

Table.1.CHB-MIT Dataset 

Dataset Subjects Duration output 

CHB-MIT 500 (Male & Female) 23.5 seconds Seizure/Non- Seizure 

 

Convolutional Neural Network 

The goal for working out a CNN aims to change the network's 

weights. to lessen the loss function and improve prediction 

accuracy. The weights' updating method is performed through 

backpropagation and optimization algorithms[12] To clarify, 
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the activations inThe result of providing input is the output 

layer. data forward through the network using the learned 

weights. The output layer applies the final transformation to 

the input features and produces the predictions or scores for 

the different classes in a classification problem. The 

activations in the output layer are not updated during the 

training process; they are determined using the network's most 

recent weights.. The actual updating of the weights in a CNN 

is performed through backpropagation, which involves 

calculating the gradients weights in the opposite direction as 

the gradients in an effort to reduce the loss.This process 

iteratively updates the weights throughout the system, 

including the fully connected layers, convolutional layers  and 

any other trainable layers.  

Fig.3 demonstrates a fully linked deep neural network's 

topology.The three layers that make up a deep neural network 

are the input layer, hidden layer, and output layer. iterative 

layer comes first, the output layer comes last, and the 

concealed layer comes in the middle. In the deep learning 

training method, the deep neural network's structure is first 

initialised in accordance with the requirements, the layer is 

then transferred across layers to obtain an error, and finally 

back propagation is carried out. Use of the stochastic gradient 

descent method calculate each parameter, choose the direction 

of descent, and update each parameter in accordance with the 

principle of error minimization. DNNs come in a variety of 

forms and have been used in Because the data sets are 

typically distinct, it is difficult to evaluate the performance of 

various DNNs, despite the fact that they have many variations 

and have been successfully used in other domains. 

 

Fig. 3. Convolutional Neural Network

Input Layer: 

he EEG signals, which are commonly recorded as multi-

channel time-series data, are accepted as input by the input 

layer.EEG signals can be visualised as a 2D spectrogram or as 

a 1D signal with several channels. 

Convolutional Layers: 

Seizure prediction CNNs have convolutional layers that allow 

the network to automatically extract pertinent characteristics 

from the input EEG data, efficiently capturing spatial patterns 

and enhancing the model's seizure detection capabilities.y (i,j) 

in this case refers to the output at coordinates (i,j) on the 

feature map.The input data at location (i-m,j-n) is x [i-m,j-n]. 

The learnable weights of the convolutional filter at location 

(m,n) are represented by w[m,n]. The biassed word is b. 

y(i,j) = m Nx(i,j).w[m,n]+b 

By moving the convolutional filter across the input data, the 

convolution operation is carried out. The dot product between 

each position's associated input values (x) and the filter 

weights (w) inside the receptive field is calculated. To get the 

output value (y) at that place, the resulting dot products are 

added together, and the bias factor (b) is subtracted. 

Activation Function  

ReLU is widely used in CNNs due to its simplicity and 

effectiveness in capturing non-linearities. The ReLU function 

computes the output as the maximum between 0 and the input 

value.  

ReLU(x) = max(0, x) 

FC Layers: 

Fully connected layer function is represented by the equation 

y=f(Wx+b), in which is the final result vector of the FC 

layer.In the FC layer of the linear transformation, the input 

vector is defined by the weight matrix, which has the 

activation function F() applied element-by-element.B is the 

bias vector. 

Output Layer: 

The sigmoid function goal is to classify between seizure and 

non-seizure instances.It maps the input to a range between 0 

and 1, representing the probability of belonging to the positive 

http://www.ijritcc.org/
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class (seizure). Sigmoid(x) is equal to 1 / (1 + exp(-x)) The 

input to the sigmoid function is represented by x.  

Bi-LSTM Model 

The pre processed EEG data, which is commonly represented 

as a series of fixed-length time windows or segments, is sent 

into the model as input. One or more Bi-LSTM layers 

receiveinput of the input sequence. Forward and backward 

LSTM units make up each Bi-LSTM layer,which handles both 

the forward and backward orientations of the input sequence. 

The network can detect temporal relationships and long-range 

patterns in the EEG data thanks to its bidirectional 

processing[18]. After the Bi-LSTM layers, dropout layers may 

be added to prevent overftting. Dropout assists in 

regularization and enhances generalization by setting only 

some of the input units to 0 at random throughout training 

 

Fig.4 Bidirectional LSTM 

Figure 4 illustrates how the Long Short-Term Memory 

(LSTM) architecture of recurrent neural networks (RNNs) was 

developed to solve the vanishing gradient problem and 

identify long-term dependencies in sequential data. It is quite 

good at representing temporal correlations and has been 

widely used in a number of tasks, including speech 

recognition, machine translation, and time series analysis. 

detecting seizures is included.The memory cells and gates that 

control the information flow in the network make up the 

fundamental LSTM architecture. The cell state, which is an 

internal state that is maintained by each LSTM unit and acts as 

a memory to store and propagate information over time. The 

BiLSTM model architecture is suitable for seizure detection 

because it can recognise persistent dependence and temporal 

dynamics in EEG signals.The BiLSTM model could gather 

contex .By processing the input sequence both forward and 

backward, the BiLSTM model may gather context from both 

the past and the future. the model's comprehension of the 

temporal relationships between the data at smaller time 

increments. By introducing strategies like dropout 

regularisation or attention mechanisms to boost generalisation 

and focus on pertinent characteristics, the structure can be 

further improved.The key components of an LSTM unit are: 

Cell State (C_t): 

The LSTM's memory is its cell state  unit and allows data to 

flow through  network over long sequences.It acts as a 

conveyor belt, selectively retaining and passing important 

information while allowing irrelevant information to be 

ignored.The cell state is updated then modified through gates. 

Input Gate (i_t): 

The amount of additional information from the current input 

should be added to the cell state is selected by the input gate.It 

applies a sigmoid activation function on input characteristics, 

typically the input for the current time step and the prior 

hidden state, to yield values between 0 and 1.The input gate 

controls how fresh data enters the cell state. 

Forget Gate (f_t): 

The forget gate controls how much information about the 

previous cell state should be kept or thrown away.It uses a 

sigmoid activation function on input characteristics and the 

http://www.ijritcc.org/
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prior concealed state.The forget gate outputs values in the 

range of 0 and 1, indicating how much each cell state 

component should be forgotten. 

Output Gate (o_t): 

The gate that outputs the result chooses how much of the 

hidden state should be produced from the present cell 

state.The sigmoid activation function is used to activate the 

input features and the prior hidden state, then passes the 

output by compressing the values between -1 and 1 using a 

tanh activation function.The information that moves from the 

cell state to The output gate has control over the concealed 

state.Progressive Propagation: The prior hidden state at time 

step t-1, the prior hidden state at time step t, and the prior cell 

state at time step t-1 are all examples of past states. At time 

step t, the forward LSTM layer receives the following inputs: 

x(t), h(t-1) (initialised as 0 at the start), the prior hidden state, 

and c(t-1).These are the computations that make up an LSTM 

unit. 

⚫ Calculate the input gate (i_t) using input features and 

the previous hidden state. 

⚫ Calculate the forget gate (f_t) using input features and 

the previous hidden state. 

⚫ Calculate the output gate (o_t) using input features 

and the previous hidden state. 

⚫ Calculate a candidate cell state (C~_t) by applying 

the tanh activation function to a combination of input 

features and the previous hidden state. 

⚫ Update the current cell state (C_t) by combining the 

forget gate, the input gate, and the candidate cell 

state. 

⚫ Calculate the hidden state (h_t) by applying the 

output gate to the current cell state 

The network has the ability to selectively recall or forget 

information depending on the input and the previous state 

thanks to the LSTM architecture. This makes it possible for 

the model to successfully capture long-term interdependence 

and handle sequential data. Deeper LSTM layers can be 

created by combining many LSTM units, which enables the 

model to learn hierarchical representations and recognise more 

intricate patterns in the input.BPTT, or back-propagation 

through time, which applies The LSTM network is trained 

using the backpropagation technique for recurrent neural 

networks. The model can learn from sequential input and 

produce precise predictions since the gradients are computed 

over time and utilised to update the weights of the LSTM 

units.After the Bi-LSTM layers, one or more fully connected 

layers can be added. These layers further process the 

representations that were learned in the Bi-LSTM levels. After 

each fully linked layer,ReLU and other non-linear activation 

functions are widely used to introduce non-linearity.The 

output layer, which offers the seizure prediction, is coupled to 

the last fully integrated layer. a single neuron for binary 

classification with sigmoid activity (seizure vs. no-seizure) or 

multiple neurons with a multi-class classification softmax 

activation function (if there are various types of seizures to be 

classified) may be present Depending on the specific task in 

the output layer. The model parameters (weights and biases) 

are learned throughout the training phase by optimising an 

appropriate loss function, Cross-entropies, such as binary or 

categorical cross-entropies, can be computed using techniques 

such as backpropagation and gradient descent. EEG data that 

has been labelled to indicate whether seizures were present or 

absent is used to train the model. 

Hybrid model of CNN and Bi-LSTM 

Convolutional neural networks (CNN) and bidirectional long 

short-term memories (BiLSTM) are combined. model can be 

an effective approach for seizure detection. This type of model 

can capture both spatial and temporal information present in 

Electroencephalography (EEG) signals, which are commonly 

used for seizure detection. By combining the strengths of 

CNNs in capturing spatial features and BiLSTMs in capturing 

temporal dependencies, the hybrid CNN-BiLSTM model can 

effectively learn representations from EEG signals for seizure 

detection. The accuracy of the models in Figures 6 and 7 is 

91% and 96%, respectively, for models based on Bi-LSTM 

and CNN, respectively. 

4. RESULT  ANALYSIS OF CNN AND BI-LSTM 

The Light weight models of CNNs and Bi-LSTM networks in 

epilepsy seizure detection has shown promising results, 

providing automated and accurate detection of seizures from 

raw EEG data. The effectiveness and dependability of 

epilepsy diagnosis and monitoring could be greatly increased 

by these deep learning models, which would ultimately result 

in better patient management and epileptic treatment.
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Fig.6. Plot of CNN  Model Accuracy 

 

Fig.7. Plot of Bi-LSTM Model Accuracy 

 

Fig.8  Plot of Hybrid Light Weight Model Accuracy 

5. CONCLUSION 

The proposed A light weight deep learning automated model 

for detecting epilepsy has been developed. The models use 

deep learning and can classify between two types (epileptic 

and interictal: epileptic and non-epileptic) or three types 

(interictal, non-epileptic, epileptic). The EEG signals may be 

effectively processed by CNN's to extract spatial features that 

can be used to identify seizure patterns. Bi-LSTMs can detect 

long-range patterns and temporal dependencies in the EEG 

data, which improves comprehension of seizure dynamics 

http://www.ijritcc.org/
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across time.By combining the strengths of CNN's in capturing 

spatial features and Bi-LSTM in capturing temporal 

dependencies,The Hybrid CNN-Bi-LSTM model can 

effectively learn representations from EEG signals for seizure 

detection. The light weight deep learning model shown 

promising results, providing automated and accurate detection 

of seizures from raw EEG data.  This work  achieved a 98% 

accuracy when utilizing both Bi-LSTM and CNN. The study 

only used CHB-MIT  EEG data, so future research may 

involve clinical implementation. Additionally, the model can 

be applied to classify other physiological signals, but more 

research is needed. 
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