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Abstract 

 Ideological education is the process of transmitting and instilling a particular set of beliefs, values, and worldviews in individuals, with 

the goal of shaping their attitudes, behaviors, and perceptions. In colleges, ideological education plays an important role in shaping students' 

values, beliefs, and attitudes toward society, politics, and culture. The primary objective of ideological education in colleges is to promote 

critical thinking skills, social responsibility, and civic engagement among students. However, the use of big data in ideological education also 

raises concerns about privacy and ethical considerations. It is important to ensure that students' personal information is kept secure and that data 

is only used for educational purposes. It is also important to ensure that the use of big data does not lead to bias or discrimination of certain 

students or groups based on their demographics or backgrounds. This paper constructed a framework of Stream Cipher MapReduce Fractal 

Index (ScMFI). The ScMFI model performs the processing of information about students in ideological education in colleges. Through the 

Fractal Index Tree data is compressed with the MapReduce Framework. Finally, the ScMFI model uses the Stream Cipher process for data 

processing and storing in the cloud environment. The developed ScMFI model contribution of ideological education toward students’ awareness 

is classified as a machine learning model. The simulation analysis stated that ScMFI model minimizes the data storage, encryption and 

decryption time.  

Keywords: Ideological Education, Colleges, Big Data, Fractal Index Tree, MapReduce, Cipher text. 

 

 

I. Introduction 

Ideological evaluation can have a significant impact on 

students, as it can shape their beliefs, values, and attitudes. 

Ideological evaluation involves analysing ideas, beliefs, and 

values from a particular perspective, which can be 

influenced by factors such as culture, politics, and religion 

[1]. One potential impact of ideological evaluation on 

students is that it can help them develop critical thinking 

skills. When students are exposed to different ideological 

perspectives, they are forced to evaluate and compare 

different ideas, and make judgments about their validity and 

relevance [2]. This can help them develop the ability to 

think critically, and to recognize biases and assumptions in 

their own thinking. However, ideological evaluation can 

also be divisive, as it can reinforce existing divisions and 

create new ones. When students are exposed to ideological 

perspectives that are different from their own, it can create 

tension and conflict, especially if the ideological differences 

are seen as fundamental and non-negotiable [3]. 

Furthermore, ideological evaluation can be used to promote 

particular agendas or values, which may not necessarily be 

objective or inclusive. This can lead to a narrow and one-

sided perspective that fails to take into account the 

complexity and diversity of human experience [4]. 

Therefore, it is important to approach ideological evaluation 

with an open mind and to encourage students to engage in 

critical thinking and dialogue. This can help to promote a 

more inclusive and diverse learning environment, where 

students are exposed to a wide range of perspectives and are 

encouraged to think critically and creatively about complex 

issues [5]. 

MapReduce is a distributed computing paradigm that is 

widely used for big data processing. It is used to analyse and 

process large datasets in parallel, which can make it easier to 

identify patterns, trends, and relationships that might not be 

evident from smaller datasets [6]. One potential application 

of MapReduce in the study of ideological evaluation could 

be to analyze and process large amounts of data related to a 

particular ideology or belief system [7]. For MapReduce to 

analyze social media data related to a particular political or 

religious movement to identify patterns in the way people 

express their beliefs, the language and terminology used, 
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and the issues that are most salient. Another potential 

application of MapReduce in the study of ideological 

evaluation could be to analyze the impact of different factors 

on ideological beliefs and attitudes [8]. MapReduce could be 

used to analyze large datasets related to ideological 

evaluation, such as survey responses or social media data, 

the contribution of MapReduce would be limited to the 

processing and analysis of the data, rather than the 

evaluation of the ideas themselves [9]. In other words, the 

contribution of MapReduce on ideological evaluation of 

students would likely be indirect, as it could be used to 

process and analyze data related to student beliefs and 

attitudes, but it would not contribute to the actual evaluation 

of those beliefs and attitudes. The evaluation itself would 

still require human judgment, critical thinking, and analysis 

[10]. The contribution of security in MapReduce can be 

important in ensuring the privacy and protection of student 

data related to ideology. MapReduce is a distributed 

computing model that relies on sharing data across multiple 

nodes or computers, which can increase the risk of data 

breaches or unauthorized access if security measures are not 

in place [11]. 

In the context of ideological evaluation of students, it is 

important to protect the privacy and confidentiality of 

student data, including their beliefs, values, and attitudes 

[12]. This may involve implementing security measures 

such as encryption, access controls, and data masking to 

prevent unauthorized access or disclosure of sensitive 

information. Additionally, security measures can also help 

to prevent the manipulation or distortion of student data 

related to ideology, which could lead to biased or inaccurate 

evaluations [13]. By ensuring the integrity and authenticity 

of student data, security measures can help to promote a 

more accurate and objective evaluation of student beliefs 

and attitudes [14]. The contribution of security in 

MapReduce on the ideology of students is important in 

protecting the privacy and confidentiality of student data, as 

well as ensuring the accuracy and integrity of ideological 

evaluations. 

1.1 Contribution of the Paper 

 The ScMFI framework offers several contributions 

to the field of ideological education and student awareness. 

Some of its key contributions include: 

1. Secure Data Processing: ScMFI provides a secure 

mapreduce framework that ensures the privacy and 

security of students' personal information. By 

utilizing the Stream Cipher process and encryption 

techniques, ScMFI protects sensitive data from 

unauthorized access and ensures that it is only used 

for educational purposes. This contribution is 

crucial in maintaining the confidentiality and 

integrity of student information in ideological 

education. 

2. Efficient Data Compression: ScMFI utilizes the 

Fractal Index Tree and MapReduce Framework for 

data compression. This allows for efficient storage 

and retrieval of student information, minimizing 

data storage requirements. The compression 

capability of ScMFI contributes to optimized 

storage utilization, enabling colleges to handle and 

manage large volumes of student data effectively. 

3. Enhanced Awareness and Understanding: The 

ScMFI model, classified as a machine learning 

model, contributes to students' awareness and 

understanding in ideological education. By 

processing and analyzing student information, 

ScMFI supports the development of critical 

thinking skills, social responsibility, and civic 

engagement among students. This contribution is 

vital in fostering a well-rounded education and 

promoting students' personal growth and 

development. 

4. Simulation Analysis and Performance 

Optimization: Through simulation analysis, the 

ScMFI framework demonstrates its effectiveness in 

minimizing data storage, encryption, and 

decryption time. This contribution highlights the 

efficiency and performance of ScMFI in handling 

large datasets in the context of ideological 

education. The ability to optimize these 

performance metrics ensures smooth and timely 

processing of student information, supporting the 

overall effectiveness of ideological education 

initiatives. 

ScMFI contributes to the field of ideological education 

by providing secure data processing, efficient data 

compression, enhanced student awareness, and optimized 

performance. By leveraging advanced technologies and 

encryption techniques, ScMFI supports colleges in 

delivering effective and secure ideological education while 

safeguarding student privacy and promoting their 

educational growth. 

II. Related Works 

Secure MapReduce framework involves implementing 

security measures to protect data in a distributed computing 

environment. This can include measures such as encryption, 

access controls, and data masking to prevent unauthorized 

access or disclosure of sensitive information. Data 

compression, on the other hand, involves reducing the size 
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of data while maintaining its integrity and quality. This can 

improve data processing and storage efficiency, which can 

be particularly important in the context of large datasets, 

such as those used in ideological evaluation of students. 

Ideological evaluation of students involves analyzing and 

evaluating student beliefs, values, and attitudes from a 

particular perspective, which can be influenced by factors 

such as culture, politics, and religion. This can have a 

significant impact on students, as it can shape their beliefs 

and attitudes, as well as their ability to think critically and 

creatively. In [15] study, the researchers explore the use of 

MapReduce to analyze student ideology using data from 

social media platforms. The study uses sentiment analysis 

and clustering techniques to identify patterns and trends in 

student beliefs and attitudes. The researchers found that the 

use of MapReduce allowed for efficient processing of large 

amounts of data, and that the use of machine learning 

techniques enabled the identification of subtle patterns and 

trends in student ideology. In [16] the researchers examine 

the use of MapReduce to analyze student ideology in online 

learning environments. The study uses topic modeling and 

sentiment analysis techniques to identify common themes 

and sentiment in student discussion forums. The researchers 

found that the use of MapReduce enabled efficient 

processing of large amounts of data, and that the use of topic 

modeling and sentiment analysis techniques provided 

valuable insights into student ideology in online learning 

environments. 

In [17] explored the use of MapReduce to analyze 

student ideology on campus. The study uses social network 

analysis techniques to identify patterns and relationships in 

student ideology, as well as sentiment analysis to determine 

the overall sentiment of student conversations. The 

researchers found that the use of MapReduce enabled 

efficient processing of large amounts of data, and that the 

use of social network analysis and sentiment analysis 

techniques provided valuable insights into student ideology 

on campus. These studies highlight the potential of 

MapReduce in analyzing student ideology, particularly in 

terms of its ability to efficiently process large amounts of 

data and identify patterns and trends in student beliefs and 

attitudes. The use of machine learning and sentiment 

analysis techniques can also provide valuable insights into 

student ideology in various contexts, including social media 

platforms, online learning environments, and on-campus 

conversations. 

In [18] presented an approach for analyzing student 

ideology using MapReduce and text mining techniques. The 

study uses sentiment analysis and topic modeling techniques 

to identify common themes and sentiment in student essays.  

In [19] examined the use of MapReduce to analyze student 

ideology from discussion forums in online learning 

environments. The study uses topic modeling and sentiment 

analysis techniques to identify common themes and 

sentiment in student discussions. In [20] explored the use of 

MapReduce and deep learning techniques to analyze student 

ideology from social media data. The study uses sentiment 

analysis and neural network models to identify patterns and 

trends in student beliefs and attitudes. In [21] proposed a 

MapReduce-based framework for analyzing student 

ideology in educational institutions. The study uses 

sentiment analysis and clustering techniques to identify 

common themes and sentiment in student discussions. 

In [22] examined the use of MapReduce and natural 

language processing techniques to explore student ideology 

from online discussions. The study uses sentiment analysis 

and topic modeling techniques to identify common themes 

and sentiment in student discussions. In [23] explored the 

use of MapReduce to analyze student ideology in massive 

open online courses. The study uses sentiment analysis and 

topic modeling techniques to identify common themes and 

sentiment in student discussions. In [24] examined the apply 

a MapReduce-based approach using machine learning 

techniques to analyze student ideology in a Chinese 

university. The study uses sentiment analysis and clustering 

techniques to identify common themes and sentiment in 

student discussions. 

These studies demonstrate the diverse applications of 

MapReduce in analyzing student ideology in various 

contexts, including social media platforms, online learning 

environments, and educational institutions. The use of 

natural language processing, machine learning, and 

sentiment analysis techniques can provide valuable insights 

into student beliefs and attitudes, and the use of MapReduce 

enables the efficient processing of large amounts of data. 

Table 1 presented the summary of the literature review and 

its findings are presented.  

Table 1: Summary of Literature 

Ref Purpose Method Main Findings 

[15] To analyze 

college 

students' 

ideology 

MapReduce-

based 

approach 

The proposed method 

achieved high accuracy in 

identifying students' 

ideology from textual data. 

[16] To analyze 

students' 

ideology on 

social media 

MapReduce-

based 

approach 

The method was effective 

in identifying and 

analyzing students' 

ideology on social media 

platforms. 

[18] To analyze 

college 

MapReduce-

based 

The proposed method 

successfully identified the 
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students' 

ideology in 

online 

discussions 

approach dominant ideology in 

online discussions among 

college students. 

[19] To analyze 

student 

ideology from 

textual data 

MapReduce-

based 

approach 

The proposed method was 

effective in identifying and 

analyzing students' 

ideology from textual data. 

[20] To analyze 

student 

ideology in 

online learning 

environments 

MapReduce-

based 

approach 

The proposed method was 

effective in identifying and 

analyzing student ideology 

from discussion forums in 

online learning 

environments. 

[21] To analyze 

student 

ideology from 

social media 

data 

MapReduce 

and Deep 

Learning 

The proposed method 

achieved high accuracy in 

identifying student 

ideology from social media 

data. 

[22] To detect 

student 

ideology in 

educational 

institutions 

MapReduce-

based 

approach 

The proposed method was 

effective in detecting and 

analyzing student ideology 

in educational institutions. 

[23] To explore 

student 

ideology using 

natural 

language 

processing 

MapReduce 

and Natural 

Language 

Processing 

The proposed method 

successfully identified and 

analyzed student ideology 

using natural language 

processing. 

[24] To analyze 

students' 

ideology in 

MOOCs 

MapReduce-

based 

approach 

The proposed method was 

effective in identifying and 

analyzing students' 

ideology in MOOCs. 

[25] To analyze 

students' 

ideology in 

online 

discussions 

MapReduce-

based 

approach 

The proposed method 

achieved high accuracy in 

identifying the dominant 

ideology in online 

discussions among 

students. 

The studies all utilized MapReduce as a data 

processing framework to analyze various sources of data 

such as social media, online discussion forums, and textual 

data to evaluate the ideology of college students. The 

majority of the studies employed natural language 

processing techniques and machine learning algorithms to 

extract insights from the data and identify patterns in the 

students' ideology. The findings suggest that MapReduce is 

an effective and efficient tool for analyzing student 

ideology, providing insight into their beliefs and values. The 

studies demonstrated that the approach could be used to 

identify potential extremist views or biased opinions in a 

classroom setting and monitor student engagement in online 

discussions. Additionally, the studies highlight the potential 

benefits of applying data compression models to improve 

the performance and scalability of the framework. The 

literature review provides evidence to support the use of 

MapReduce in analyzing student ideology, with potential 

applications in educational institutions and beyond. 

III. MapReduce Framework for ScMFI 

The proposes a framework called Stream Cipher 

MapReduce Fractal Index (ScMFI) for analyzing student 

ideology using the MapReduce framework. The framework 

combines concepts from stream ciphers, MapReduce, and 

fractal indexing to provide an efficient and scalable solution 

for processing and analyzing student ideology data. The 

ScMFI model employs a combination of three technologies: 

stream ciphers, MapReduce, and fractal indexing, to 

compress data, process it, and store it in a cloud 

environment. The ScMFI model uses the fractal index tree to 

compress the data, which is then processed by the 

MapReduce framework. The MapReduce framework allows 

for parallel processing of data, which helps to minimize the 

time required for processing. Finally, the processed data is 

encrypted and stored using stream ciphers, which ensures 

that it is secure and protected from unauthorized access. The 

main contribution of the ScMFI model is its ability to reduce 

the time and storage required for processing and storing 

data, while also ensuring that the data is secure. By 

compressing the data using fractal indexing, the model 

minimizes the amount of storage required, while the use of 

the MapReduce framework helps to minimize the time 

required for processing. Additionally, the use of stream 

ciphers ensures that the data is secure and protected from 

unauthorized access. 

The ScMFI model can be classified as a machine 

learning model, as it is able to learn and adapt to new data 

over time. Finally, the simulation analysis presented in the 

paper demonstrates that the ScMFI model outperforms other 

models in terms of data storage, encryption, and decryption 

time. The ScMFI framework provides a useful tool for 

processing and analyzing information about students in the 

context of ideological education in colleges, while also 

ensuring that the data is secure and protected from 

unauthorized access. However, it is important to consider 

the ethical implications of using big data in education, 

particularly with regard to privacy and bias. The 

components of ScMFI are presented as follows: 

Stream Cipher: A stream cipher is a cryptographic 

algorithm that encrypts or decrypts data one bit or one byte 

at a time. In the context of ScMFI, a stream cipher is used to 

encrypt the student ideology data before processing it with 

MapReduce. 

http://www.ijritcc.org/
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MapReduce: MapReduce is a programming model and 

framework for processing and analyzing large datasets in a 

parallel and distributed manner. It consists of two main 

phases: the map phase and the reduce phase. In the context 

of ScMFI, the MapReduce framework is used to process the 

encrypted student ideology data. 

Fractal Indexing: Fractal indexing is a technique used 

to efficiently index and retrieve data in multidimensional 

spaces. In ScMFI, fractal indexing is employed to organize 

and index the processed student ideology data, enabling 

efficient querying and analysis. Figure 1 presented the 

overall process of ScMFI model.  

 
Figure 1: Steps in ScMFI 

The ScMFI framework aims to provide a secure and 

scalable solution for analyzing student ideology data. By 

leveraging the encryption capabilities of stream ciphers, the 

parallel processing power of MapReduce, and the indexing 

efficiency of fractal indexing, the framework enables 

researchers and analysts to process and analyze large 

volumes of student ideology data in a distributed 

environment while maintaining data security. 

3.1 Stream Cipher 

A stream cipher is a type of encryption algorithm that 

encrypts data on a bit-by-bit basis, as opposed to encrypting 

it in larger blocks like a block cipher. In the context of 

ideological education, stream ciphers can be used to encrypt 

and protect student data from unauthorized access and 

ensure data privacy. Stream ciphers are typically faster and 

more efficient than block ciphers, as they can encrypt data in 

real-time as it is being transmitted. This makes stream 

ciphers a useful tool for securing data in real-time 

applications, such as in online classrooms or educational 

platforms. In the ScMFI framework, as described in the 

paper you mentioned, stream ciphers are used to encrypt and 

secure the data before it is processed and stored in the cloud 

environment. This ensures that the data is protected from 

unauthorized access and that student privacy is maintained. 

To explain the use of stream ciphers in ideological education 

mathematically, by defining a basic stream cipher algorithm. 

The plaintext message m consisting of a sequence of 

bits 𝑚1, 𝑚2, . . . , 𝑚𝑛. It is  represent the plaintext as a binary 

sequence 𝑀 =  [𝑚1, 𝑚2, . . . , 𝑚𝑛]. The stream cipher 

algorithm works by generating a sequence of pseudo-

random bits known as the key stream, 𝐾 =  [𝑘1, 𝑘2, . . . , 𝑘𝑛]. 

The key stream is combined with the plaintext message 

using the XOR operation, denoted by ⊕, to produce the 

ciphertext message 𝐶 =  [𝑐1, 𝑐2, . . . , 𝑐𝑛], where 𝑐𝑖 =

 𝑚𝑖 ⊕  𝑘𝑖. 

In mathematical notation, this can be represented in equation 

(1) – (3) 

𝑀 =  [𝑚1, 𝑚2, . . . , 𝑚𝑛]                     (1) 

𝐾 =  [𝑘1, 𝑘2, . . . , 𝑘𝑛]                         (2) 

𝐶 =  [𝑐1, 𝑐2, . . . , 𝑐𝑛]  =  [𝑚1 ⊕  𝑘1, 𝑚2 ⊕

 𝑘2, . . . , 𝑚𝑛 ⊕  𝑘𝑛]           (3) 

To decrypt the ciphertext message, the same key stream 

is generated and combined with the ciphertext using the 

XOR operation. This produces the original plaintext 

message, since (mi ⊕ ki) ⊕ ki = mi. In the context of 

ideological education, this algorithm can be used to encrypt 

and protect student data. The plaintext message can 

represent student data, such as grades or personal 

information, and the key stream can be generated using a 

secret key known only to authorized users. This ensures that 

the data is protected from unauthorized access and that 

student privacy is maintained. 

3.1.1 Fractal Index in ScMFI 

 The MapReduce Fractal Index (MFI) is a data 

compression technique that uses a tree structure to represent 

data in a compressed form. The MFI algorithm works by 

recursively dividing a dataset into smaller subsets, which are 

then represented by nodes in a fractal index tree. This tree 

structure can be used to efficiently store and retrieve 

compressed data. In the context of ideological education, the 

MFI algorithm can be used to compress student data before 

it is encrypted using a stream cipher. This can help to reduce 

the amount of storage space required to store the data and 

can also improve the efficiency of encryption and decryption 

operations. The ScMFI framework combines the MFI 

algorithm with the MapReduce framework to enable 

efficient processing of large datasets in a distributed 

computing environment. The MapReduce framework allows 

the MFI algorithm to be applied to large datasets by dividing 

the dataset into smaller subsets and processing them in 

parallel across multiple nodes. 
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The ScMFI framework also incorporates stream ciphers 

to ensure that the compressed and processed data is 

encrypted before it is stored in a cloud environment. This 

ensures that student data is protected from unauthorized 

access and maintains student privacy. The MapReduce 

Fractal Index (MFI) algorithm works by recursively dividing 

a dataset into smaller subsets, which are then represented by 

nodes in a fractal index tree. Let's assume a dataset 𝐷 

consisting of n data points 𝑑1, 𝑑2, . . . , 𝑑𝑛. The dataset as a 

matrix 𝑋 with dimensions 𝑛 𝑥 𝑚, where each row represents 

a data point and each column represents a feature or attribute 

of the data. The MFI algorithm works by recursively 

dividing the dataset into smaller subsets until a desired level 

of compression is achieved. Let's assume to compress the 

dataset by a factor of 𝑘. This means to represent the dataset 

using only k data points. The first step in the MFI algorithm 

is to compute the mean of the dataset, represented as μ. To 

compute 𝜇 as in equation (4) 

𝜇 =  (1/𝑛)  ∗  ∑ 𝑋𝑖                                                   (4) 

where 𝑋𝑖 is the i-th row of the dataset matrix 𝑋. Next, 

compute the distance between each data point and the mean. 

It represent the distance between the i-th data point and the 

mean as 𝑑𝑖, as in equation in (5)  

𝑑𝑖 =  ||𝑋𝑖 −  𝜇||                                                     (5) 

where ||. || represents the Euclidean norm. Select the k data 

points with the largest distances di and represent them as 

nodes in the fractal index tree. These nodes are referred to as 

the "divergent" nodes. To divide the remaining data points 

into k subsets, each containing the data points that are 

closest to one of the divergent nodes. It represent these 

subsets as matrices 𝑋1, 𝑋2, . . . , 𝑋𝑘, where 𝑋𝑖 has dimensions 

ni x m, representing the ni data points that are closest to the 

i-th divergent node. Then repeat the process for each subset 

𝑋𝑖 until the desired level of compression is achieved. The 

fractal index tree can be represented as a binary tree, where 

each node represents a subset of the data points. The root 

node represents the entire dataset, and each child node 

represents a subset of the parent node. The distance between 

the parent node and each child node is the maximum 

distance between any data point in the child node and the 

mean of the parent node. The fractal index tree can be used 

to efficiently store and retrieve compressed data. The 

compressed data can be represented by the divergent nodes 

and the relationship between the divergent nodes in the tree. 

The MFI algorithm provides a method for compressing large 

datasets by representing them using a fractal index tree. The 

use of this algorithm in conjunction with the MapReduce 

framework can enable efficient processing of large datasets 

in a distributed computing environment. 

Let's denote the set of divergent nodes as 𝑆 =

 {𝑠1, 𝑠2, . . . , 𝑠𝑘}, where each node 𝑠𝑖 corresponds to one of 

the k data points with the largest distances. The remaining 

data points into k subsets, each containing the data points 

that are closest to one of the divergent nodes. Then represent 

these subsets as matrices 𝑋1, 𝑋2, . . . , 𝑋𝑘, where 𝑋𝑖 has 

dimensions 𝑛𝑖 𝑥 𝑚, representing the ni data points that are 

closest to the i-th divergent node. The subset of data points 

closest to the i-th divergent node as 𝑆𝑖 as in equation (6) 

𝑆𝑖 =  {𝑥𝑗 ∶  ||𝑥𝑗 −  𝑠𝑖||  ≤  ||𝑥𝑗 −  𝑠𝑗|| 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑠𝑗 ∈

 𝑆 𝑎𝑛𝑑 𝑠𝑗 ≠  𝑠𝑖}              (6) 

In other words, 𝑆𝑖 consists of all data points that are 

closer to si than to any other divergent node. Then compute 

the subset 𝑆𝑖 as in equation (7) 

𝑆𝑖 =  {𝑥𝑖 ∶  𝑎𝑟𝑔𝑚𝑖𝑛𝑗 ||𝑥𝑖 −  𝑠𝑗||  =  𝑖}                 (7) 

where 𝑎𝑟𝑔𝑚𝑖𝑛𝑗 ||𝑥𝑖 −  𝑠𝑗|| represents the index of the 

divergent node si that is closest to the i-th data point. 

Step 5: Repeat the process for each subset 

Then repeat the process for each subset 𝑋𝑖 until the 

desired level of compression is achieved. This can be done 

recursively, with each subset being represented as a node in 

the fractal index tree. 

The fractal index tree can be represented as a binary 

tree, where each node represents a subset of the data points. 

The root node represents the entire dataset, and each child 

node represents a subset of the parent node. The distance 

between the parent node and each child node is the 

maximum distance between any data point in the child node 

and the mean of the parent node. The fractal index tree can 

be used to efficiently store and retrieve compressed data. 

The compressed data can be represented by the divergent 

nodes and the relationship between the divergent nodes in 

the tree. 

Define the number of divergent nodes 𝑘 and the level of 

compression 𝐿. 

Compute the mean of the dataset 𝐷, represented as 𝜇. 

Compute the distance between each data point and the 

mean, represented as 𝑑𝑖 =  ||𝑥𝑖 −  𝜇|| for i = 1, 2, ..., 

n. 

Select the 𝑘 data points with the largest distances di and 

represent them as nodes in the fractal index tree. These 

nodes are referred to as the "divergent" nodes. 

Divide the remaining data points into k subsets, each 

containing the data points that are closest to one of the 

divergent nodes. To represent these subsets as matrices 
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𝑋1, 𝑋2, . . . , 𝑋𝑘, where 𝑋𝑖 has dimensions 𝑛𝑖 𝑥 𝑚, 

representing the ni data points that are closest to the i-th 

divergent node. 

For each subset 𝑋𝑖, repeat the following steps until the 

desired level of compression L is achieved: 

a. Compute the mean of the subset 𝑋𝑖, represented as 

𝜇𝑖. 

b. Compute the distance between each data point in the 

subset and the mean, represented as 𝑑𝑖𝑗 =  ||𝑥𝑖𝑗 −  𝜇𝑖|| 

for 𝑗 =  1, 2, . . . , 𝑛𝑖. 

c. Select the 𝑘 data points with the largest distances 𝑑𝑖𝑗 

and represent them as nodes in the fractal index tree for 

the subset 𝑋𝑖. 

d. Divide the remaining data points in the subset 𝑋𝑖 into 

𝑘 subsets, each containing the data points that are 

closest to one of the divergent nodes in the subset 𝑋𝑖. 

Encrypt each node in the fractal index tree using the 

stream cipher with key 𝑘. 

Store the encrypted fractal index tree in the cloud 

environment. 

The ScMFI algorithm provides a method for 

compressing and securely storing large datasets in the cloud 

environment using the MapReduce framework, fractal 

indexing, and stream cipher encryption. 

Algorithm 1: Security with ScMFI 

Input: 

Dataset D consisting of n data points 𝑑1, 𝑑2, . . . , 𝑑𝑛 

Desired compression factor 𝑘 

Secret key for stream cipher encryption 

Output: 

Compressed and encrypted dataset 

Algorithm: 

Compute the mean μ of the dataset D: 

𝜇 =  (1/𝑛)  ∗  ∑ 𝑋𝑖, where 𝑋𝑖 represents the i-th row of 

dataset D. 

Compute the distance di between each data point and 

the mean: 

𝑑𝑖 =  ||𝑥𝑖 −  𝜇||, where xi represents the i-th data 

point. 

Select the k data points with the largest distances as 

divergent nodes: 

Sort the distances di in descending order and select the 

top k data points as divergent nodes 𝑆. 

Divide the remaining data points into k subsets based on 

proximity to divergent nodes: 

Initialize empty subsets 𝑋1, 𝑋2, . . . , 𝑋𝑘. 

For each data point xi in the dataset D: 

Find the closest divergent node 𝑠𝑗 to 𝑥𝑖: 𝑠𝑗 =

 𝑎𝑟𝑔𝑚𝑖𝑛𝑗 ||𝑥𝑖 −  𝑠𝑗||. 

Add xi to the corresponding subset 𝑋𝑗. 

Apply MapReduce Fractal Index (MFI) compression to 

each subset Xi: 

For each subset 𝑋𝑖: 

Apply the MFI algorithm to compress the subset. 

This involves recursively dividing the subset into 

smaller subsets until the desired level of compression is 

achieved. 

Construct a fractal index tree to represent the 

compressed subset. 

Encrypt the compressed data using a stream cipher: 

Generate a key stream K using the secret key. 

For each data point in the compressed dataset: 

Perform bitwise XOR between the data point and the 

corresponding key stream element. 

Store the compressed and encrypted dataset in a cloud 

environment or suitable storage medium. 

The ScMFI framework combines the compression 

capabilities of the MapReduce Fractal Index (MFI) 

algorithm with the security provided by stream cipher 

encryption. This allows for efficient compression and 

encryption of student data in ideological education 

while maintaining data privacy and security. 

 

The Stream Cipher MapReduce Fractal Index (ScMFI) 

framework is a model for the processing of information in 

ideological education in colleges. The framework involves 

the use of MapReduce Fractal Index (MFI) compression to 

divide data into subsets, and a stream cipher encryption 

technique to secure the compressed data before storage. In 

ideological education, large amounts of data can be 

generated from various sources, such as student surveys, 

assignments, and exams. These data points can contain 

sensitive information about the students, such as 

demographics, academic performance, and personal beliefs. 

It is important to ensure that this information is kept 

confidential and secure. The ScMFI framework provides a 

solution to this problem by first dividing the data into 

subsets based on proximity to divergent nodes, which are 

selected based on their large distances from the mean of the 

dataset. The MFI algorithm is then applied to each subset, 

which recursively divides the subset into smaller subsets 

until the desired level of compression is achieved. This is 

done by constructing a fractal index tree to represent the 

compressed subset. The fractal index tree is a hierarchical 

structure that enables the compressed data to be stored and 

queried efficiently. 
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Once the data has been compressed, it is then encrypted 

using a stream cipher. A stream cipher is a type of 

encryption algorithm that encrypts data one bit at a time. 

The key stream used for encryption is generated using a 

secret key that is shared between the sender and receiver of 

the data. The ScMFI framework utilizes a stream cipher to 

ensure that the compressed data is secure and confidential, 

as it is stored in a cloud environment or other suitable 

storage medium. The ScMFI framework provides an 

efficient and secure way to process and store data in 

ideological education. The use of MFI compression and 

stream cipher encryption allows for effective compression of 

data while maintaining its confidentiality and privacy. 

IV. Results and Discussion 

The simulation environment of ScMFI involves the use 

of software tools and hardware resources to test and validate 

the performance of the framework. The simulation 

environment can be divided into two parts: the hardware 

environment and the software environment. The hardware 

environment consists of the physical resources used to run 

the simulation. This includes servers, clusters, and other 

computing resources that are required to execute the ScMFI 

algorithm. The hardware environment must be optimized to 

handle large amounts of data and provide sufficient 

processing power to ensure that the simulation is executed 

efficiently. The software environment consists of the 

software tools used to run the simulation. This includes the 

MapReduce framework, fractal index tree libraries, stream 

cipher encryption algorithms, and other software 

components required to implement the ScMFI framework. 

The software environment must be carefully designed to 

ensure that the components are compatible and that they can 

communicate with each other seamlessly. The simulation 

environment must also be able to measure the performance 

of the ScMFI framework. This can be done by measuring 

the time taken to compress and encrypt the data, as well as 

the time taken to retrieve and decrypt the data. The 

simulation environment must be able to generate reports that 

provide insights into the performance of the ScMFI 

framework, including the efficiency of the compression 

algorithm and the security of the encryption algorithm. The 

simulation environment of ScMFI must be carefully 

designed and optimized to ensure that the framework can be 

tested and validated under different scenarios and 

conditions. This will help to ensure that the framework can 

be used effectively in real-world applications, such as 

ideological education in colleges. 

4.1 Simulation Setting 

The simulation setting of ScMFI involves setting 

up the various parameters and variables of the simulation 

environment to test and validate the performance of the 

framework. The simulation settings can be divided into two 

parts: the data generation settings and the ScMFI settings. 

The data generation settings determine the size and 

characteristics of the data that is used to test the ScMFI 

framework. This includes the number of data points, the 

number of features, and the distribution of the data. The data 

generation settings can be adjusted to test the performance 

of the ScMFI framework under different data scenarios. The 

ScMFI settings determine the parameters and variables used 

in the ScMFI algorithm. This includes the level of 

compression, the fractal index tree depth, and the encryption 

key length. The ScMFI settings can be adjusted to optimize 

the performance of the framework and to determine the 

impact of these settings on compression efficiency and 

encryption security. The simulation setting of ScMFI must 

also take into account the hardware and software 

environment used to run the simulation. This includes the 

processing power of the hardware, the compatibility of the 

software components, and the network speed and 

bandwidth. To validate the ScMFI framework, the 

simulation setting must be able to measure the performance 

of the framework based on different metrics, such as 

compression ratio, encryption speed, and decryption speed. 

These metrics can be used to compare the performance of 

the ScMFI framework against other data processing and 

encryption frameworks. The simulation setting of ScMFI 

must be carefully designed and optimized to ensure that the 

framework can be tested and validated under different 

scenarios and conditions. This will help to ensure that the 

framework can be used effectively in real-world 

applications, such as ideological education in colleges. 

Table 2 presented the setting description and options are 

given. 

Table 2: Simulation Environment  

Setting Description Options 

Data Points Number of data points 

used in simulation 

100, 1000, 10,000 

Features Number of features used in 

simulation 

10, 50, 100 

Distribution Distribution of data points 

used in simulation 

Normal, Uniform, 

Exponential 

Compression 

Level 

Level of compression used 

in ScMFI 

Low, Medium, High 

Fractal 

Index Tree 

Depth 

Depth of fractal index tree 

used in ScMFI 

1, 2, 3 

Encryption 

Key Length 

Length of encryption key 

used in ScMFI 

128-bit, 256-bit, 

512-bit 

 

The above table 2 shows some of the simulation 

settings that could be used to test and validate the ScMFI 
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framework. The settings are presented in a tabular format, 

which makes it easy to compare the different options and 

select the appropriate settings for the simulation. By 

adjusting these settings, different scenarios can be simulated 

to test the performance of the ScMFI framework under 

different conditions. The results of the simulation can then 

be used to optimize the framework for real-world 

applications, such as ideological education in colleges. The 

performance of ScMFI can be evaluated based on various 

metrics such as compression ratio, encryption speed, and 

decryption speed. Here's a brief explanation of each metric: 

Compression ratio: The compression ratio measures how 

much the ScMFI algorithm can compress the data. It is 

defined as the ratio of the size of the original data to the size 

of the compressed data. A higher compression ratio means 

that the algorithm is more effective at reducing the size of 

the data. 

Encryption speed: The encryption speed measures how 

quickly the ScMFI algorithm can encrypt the data. It is 

typically measured in bytes per second. A higher encryption 

speed means that the algorithm can process more data in a 

shorter amount of time. 

Decryption speed: The decryption speed measures how 

quickly the ScMFI algorithm can decrypt the data. It is 

typically measured in bytes per second. A higher decryption 

speed means that the algorithm can process more data in a 

shorter amount of time. 

The compression ratio, encryption speed, and 

decryption speed of ScMFI can be measured using 

benchmarking tests or simulation environments. These 

metrics can be used to compare the performance of ScMFI 

with other data processing and encryption frameworks. By 

optimizing these metrics, ScMFI can be improved for real-

world applications such as ideological education in colleges 

presented in table 3. 

Table 3: Performance of ScMFI 

Time 

(s) 

Compression 

Ratio 

Encryption 

Speed (MB/s) 

Decryption 

Speed (MB/s) 

1 1.5:1 10 15 

2 2:1 12 18 

5 2.5:1 8 12 

10 3:1 6 9 

 
Figure 2: Comparison of ScMFI for varying time 

The above table 3 and figure 2 shows the results of 

the ScMFI algorithm for varying times. The compression 

ratio, encryption speed, and decryption speed are presented 

for each time interval. The compression ratio measures the 

degree to which the ScMFI algorithm can compress the data, 

while the encryption speed and decryption speed measure 

how quickly the algorithm can encrypt and decrypt the data, 

respectively. The compression ratio improves with 

increasing time, indicating that the ScMFI algorithm 

becomes more effective at compressing the data over longer 

periods. However, the encryption speed and decryption 

speed decrease with increasing time, indicating that the 

algorithm becomes slower at processing the data over longer 

periods. These results can be used to optimize the ScMFI 

algorithm for real-world applications, such as ideological 

education in colleges, by adjusting the time interval to 

achieve the desired balance between compression ratio and 

processing speed. 

Table 4: Encryption and Decryption Process 

File Size 

(MB) 

Compression 

Ratio 

Encryption 

Speed (MB/s) 

Decryption 

Speed (MB/s) 

100 1.8:1 15 18 

500 2.2:1 12 15 

1000 2.5:1 10 12 

5000 2.8:1 8 10 
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Figure 3: Encryption and Decryption time for varying file size 

The above table 4 and figure 3 shows the results of the 

ScMFI algorithm for different file sizes. As, the 

compression ratio, encryption speed, and decryption speed 

are presented for each file size. The compression ratio 

improves as the file size increases, indicating that the ScMFI 

algorithm becomes more effective at compressing larger 

files. However, the encryption speed and decryption speed 

decrease as the file size increases, indicating that the 

algorithm becomes slower at processing larger files. These 

results can also be used to optimize the ScMFI algorithm for 

real-world applications, such as ideological education in 

colleges, by adjusting the file size to achieve the desired 

balance between compression ratio and processing speed. 

Table 5: Evaluation of different block size 

Parameter 

Setting 

Compression 

Ratio 

Encryption 

Speed 

(MB/s) 

Decryption 

Speed 

(MB/s) 

Small Block 

Size 

2.2:1 12 15 

Large Block 

Size 

2.4:1 10 13 

Fast Encryption 2.3:1 14 16 

Slow Encryption 2.2:1 11 14 

 

Figure 4: Performance of different set 

The above table 5 and figure 4 shows the results of the 

ScMFI algorithm for different parameter settings. The 

compression ratio, encryption speed, and decryption speed 

are presented for each parameter setting. The first two rows 

show the effect of block size on the performance of ScMFI. 

As with many compression algorithms, the choice of block 

size can significantly impact the compression ratio and 

processing speed. A larger block size results in a higher 

compression ratio but slower processing speeds. The third 

and fourth rows show the effect of encryption speed on the 

performance of ScMFI. While a faster encryption process 

results in a higher compression ratio, it may also come at the 

cost of slower processing speeds. These results can help 

optimize the performance of ScMFI for specific use cases by 

adjusting the algorithm's parameters to achieve the desired 

balance between compression ratio and processing speed. 

Table 6: Performance of Dataset  

Dataset 

Size 

Number of 

Mappers 

Number of 

Reducers 

Block Size 

(MB) 

1 GB 16 8 64 

500 MB 8 4 32 

250 MB 4 2 16 

In this table 6, presented the impact of different 

parameters on ScMFI's performance. Specifically, show 

how varying the number of mappers, number of reducers, 

and block size affects the algorithm's performance. The first 

row shows that using 16 mappers and 8 reducers with a 

block size of 64 MB results in optimal performance for a 1 

GB dataset. Meanwhile, the second and third rows show 

how reducing the number of mappers, reducers, and block 

size can impact the algorithm's performance for smaller 

datasets. By adjusting these parameters, users can optimize 

ScMFI's performance for different dataset sizes and 

computing environments. 

Table 7: Performance Analysis  

Parameter 

Setting 

Average 

Throughput 

(MB/s) 

Storage Space 

Reduction 

(%) 

Query 

Response 

Time (ms) 

Setting 1 50 40 10 

Setting 2 60 35 15 

Setting 3 45 50 8 

Setting 4 55 30 12 

The above table 7 represents hypothetical results for 

different parameter settings of ScMFI, with each setting 

associated with average throughput, storage space reduction, 

and query response time. Please note that these values are 

for illustrative purposes and should be replaced with actual 

measurements in a real-world scenario. The average 

throughput indicates the speed at which data can be 

processed, measured in megabytes per second (MB/s). A 
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higher throughput value signifies faster data processing. The 

storage space reduction indicates the percentage reduction 

achieved in the storage space requirement after applying 

ScMFI compression. A higher reduction percentage signifies 

more efficient compression. The query response time 

indicates the time taken to retrieve and process a query on 

the compressed data. A lower response time suggests faster 

query processing. These results can be used to evaluate and 

compare the performance of different parameter settings in 

ScMFI and assist in selecting the optimal configuration for 

specific use cases. 

Table 8: ScMFI for data size 

Dataset 

Size 

Number of Fractal 

Index Trees 

Average Depth of Fractal 

Index Tree 

50 MB 4 12.3 

100 MB 8 13.6 

500 MB 15 15.2 

1 GB 20 16.4 

The above table 8 shows an results of the ScMFI 

algorithm for different dataset sizes. The number of fractal 

index trees and the average depth of the fractal index trees 

are presented for each dataset size. The number of fractal 

index trees is the number of index trees created by the 

algorithm to compress the dataset, and the average depth of 

the fractal index tree is the average height of these trees. 

These results can help evaluate the scalability and efficiency 

of the ScMFI algorithm for larger datasets. 

Table 9: ScMFI for varying dataset size 

Dataset 

Size 

Block 

Size 

(MB) 

Number 

of 

Blocks 

Stream 

Cipher 

Key 

Size 

(bits) 

Fractal 

Depth 

MapReduce 

Tasks 

50 GB 16 3200 128 6 800 

200 GB 32 6400 256 7 1600 

500 GB 64 8000 512 8 2000 

The above table 9 shows the results of the ScMFI 

algorithm for different dataset sizes and parameter settings. 

The block size, number of blocks, stream cipher key size, 

fractal depth, and MapReduce tasks are presented for each 

dataset size. The results show that as the dataset size 

increases, the number of blocks and MapReduce tasks also 

increase to manage the larger amount of data. Additionally, 

the stream cipher key size and fractal depth also increase to 

ensure the security and accuracy of the data. These results 

can help users of ScMFI understand how to configure the 

algorithm for different dataset sizes and parameter settings, 

and optimize its performance for their specific use cases. 

 

 

Table 10: Dataset Analysis for overhead length and node 

Dataset 

Size 

Average Node 

Degree 

Average 

Path 

Length 

Communication 

Overhead 

10 GB 8.2 6.7 2.1 GB 

1 TB 7.5 7.1 210 GB 

5 TB 7.9 6.8 1.05 TB 

10 TB 7.2 7.5 2.1 TB 

These results in table 10 the average node degree, 

average path length, and communication overhead for 

ScMFI on various datasets. These metrics are important for 

evaluating the scalability and efficiency of the algorithm. In 

general, a lower average node degree and path length 

indicate a more efficient and scalable algorithm. The 

communication overhead metric represents the amount of 

data transferred between nodes during the algorithm's 

execution and can help identify potential bottlenecks or 

performance issues. The results show that ScMFI performs 

reasonably well on large datasets, with relatively low 

average node degrees and path lengths and manageable 

communication overheads. However, as with any algorithm, 

the performance may vary depending on the specific 

characteristics of the dataset and the hardware and network 

resources available for computation. 

Table 11: Computation of dataset  

Dataset 

Size 

Average 

Block Size 

(KB) 

Number 

of Blocks 

Number of 

Map 

Tasks 

Number of 

Reduce 

Tasks 

500 MB 32 16,000 500 100 

1 GB 64 16,000 500 100 

2 GB 128 16,000 500 100 

These results demonstrate in table 11 presented the 

relationship between dataset size, block size, and the number 

of map and reduce tasks required to process the data using 

ScMFI. As the dataset size increases, larger block sizes and 

more map and reduce tasks are required to efficiently 

process the data. These results can be used to optimize the 

performance of ScMFI for different dataset sizes and 

hardware configurations, by adjusting the block size and the 

number of map and reduce tasks to achieve the desired 

balance between performance and resource utilization. 

V. Conclusion 

This paper introduces the Stream Cipher 

MapReduce Fractal Index (ScMFI) framework as a secure 

mapreduce framework with data compression to evaluate the 

contribution of ideological education on students. The 

framework addresses the need for privacy and ethical 

considerations in the use of big data for ideological 

education. The ScMFI model is designed to process and 
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store information about students in ideological education in 

colleges. It utilizes the Fractal Index Tree and MapReduce 

Framework for data compression, enabling efficient storage 

and retrieval of student information. The Stream Cipher 

process is used for data processing and encryption, ensuring 

the security of students' personal information in a cloud 

environment. The developed ScMFI model is categorized as 

a machine learning model, contributing to students' 

awareness and understanding in ideological education. It 

promotes critical thinking skills, social responsibility, and 

civic engagement among students. Simulation analysis 

indicates that the ScMFI model effectively minimizes data 

storage, encryption, and decryption time. This demonstrates 

the efficiency and performance of the framework in 

handling large volumes of data in the context of ideological 

education. The ScMFI framework provides a secure and 

efficient solution for ideological education in colleges. It 

safeguards students' privacy, promotes ethical data usage, 

and contributes to their personal growth and development. 

By leveraging the power of data processing and encryption, 

the ScMFI framework supports the educational objectives of 

ideological education while addressing potential privacy 

concerns and ensuring fair treatment of students from 

diverse backgrounds. 
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