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Abstract: Image-based spam remains a persistent threat because attackers embed textual message content into images to 

evade conventional text filters. This paper proposes a hybrid deep learning framework that fuses multi-channel visual 

feature analytics with web-log mining signals to improve detection accuracy and interpretability. The approach integrates 

convolutional neural networks (CNNs) for visual feature extraction, a transformer-based sequence module for web-log 

signal modeling, and a light-weight ensemble meta-classifier that combines the two modalities. We evaluate the method on 

public image-spam corpora and simulated web-log traces, compare it with state-of-the-art baselines, and report 

improvements in precision, recall and F1-score. Contributions include (i) a multimodal feature fusion architecture, (ii) a 

web-log feature taxonomy and mining pipeline for spam behavior profiling, (iii) explainability using SHAP, and (iv) an 

empirical evaluation with ablation and complexity analysis. 
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1. Introduction 

Image spam—emails or social posts where the advertiser 

or malicious actor places text or message content within 

images—evaded early text- and header-based spam 

filters and prompted the development of image-specific 

defenses [1], [2], [3]. Recent deep learning approaches 

(CNNs and transfer learning) have improved 

classification accuracy, but adversaries use obfuscation, 

layered images, and novel visual transformations that 

continue to challenge detectors [4], [5]. At the same time, 

side-channel signals such as web-server logs, sender 

behavior, metadata and delivery traces provide additional 

discriminative evidence that is complementary to image 

content [6], [7]. Combining visual analytics and 

behavioral/web-log mining into a unified detection 

framework offers both higher accuracy and stronger 

robustness to content obfuscation. This work proposes 

such a hybrid framework, design choices, mathematical 

modeling, and empirical evaluation vs. strong baselines. 

Key motivating observations: 

• Visual-only detectors can fail when obfuscation 

defeats OCR or texture-based cues [1], [8]. 

• Web-log signals (IP patterns, sending rate, 

recipient churn, URL resolution chains) reveal 

automated or bulk-sending behaviour even 

when the image payload is obfuscated [6], [9]. 

• Explainability methods (e.g., SHAP) are 

practical to expose model rationales to system 

operators and support remediation/whitelisting 

decisions [10]. 

2. Literature Review 

Image spam detection has evolved as a specialized 

research domain due to the inherent limitations of 

traditional text-based spam filters when confronted with 

image-embedded textual content. Early foundational 

work highlighted that image spam deliberately obscures 

semantic information to evade keyword-based filtering, 

necessitating visual-content-driven approaches [2], [16]. 

Comprehensive surveys by Biggio et al. [2] and Attar et 

al. [16] systematically categorized image spam 

techniques and filtering strategies, identifying key 

challenges such as content obfuscation, low inter-class 

variance, and high intra-class variability. These studies 
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established the need for robust feature extraction beyond 

simple pixel-level analysis. 

Initial solutions relied heavily on handcrafted visual 

features, including color histograms, texture descriptors, 

edge statistics, and layout-based cues. Gargiulo and 

Sansone [9] demonstrated that combining visual 

descriptors with OCR-derived textual features improved 

detection accuracy, particularly for early-generation 

image spam. Similarly, Fumera et al. [12], [15] explored 

OCR-assisted spam filtering, showing that embedded 

textual cues significantly enhance classification when 

OCR is reliable. However, these approaches were 

sensitive to noise, font distortion, and background clutter, 

which adversaries increasingly exploited. 

To address robustness concerns, Shen et al. [1] proposed 

comprehensive visual modeling frameworks that 

integrated multiple complementary feature groups and 

ensemble classifiers. Their work demonstrated improved 

resilience against common obfuscation strategies such as 

background noise injection and color blending. Zuo et al. 

[8] further advanced this line of research by leveraging 

local invariant features with one-class SVMs, aiming to 

model spam characteristics while minimizing 

dependence on clean negative samples. Despite 

improvements, handcrafted-feature-based systems 

remained limited in scalability and generalization. 

The emergence of deep learning marked a significant 

shift in image spam detection. Dredze et al. [22] first 

demonstrated the feasibility of learning fast classifiers 

directly from image data, paving the way for CNN-based 

approaches. Subsequent advancements, particularly the 

introduction of deep residual networks [18], enabled 

deeper and more expressive visual representations. Kim 

et al. [3] proposed DeepCapture, a CNN-based image 

spam detection framework augmented with aggressive 

data augmentation, showing substantial gains in 

generalization across diverse spam campaigns. Salama et 

al. [4], [25] further validated the effectiveness of transfer 

learning with deep CNN architectures, emphasizing 

computational efficiency and real-world deployability. 

Beyond visual analysis, behavioral and contextual 

signals have been shown to be highly effective for spam 

detection. Castillo et al. [5] demonstrated that web 

topology and link-based features provide strong 

indicators of spam activity, while query-log mining 

approaches [6] revealed temporal and behavioral patterns 

that are difficult for attackers to disguise. These studies 

highlighted the complementary nature of content-based 

and behavior-based features, motivating hybrid detection 

systems. 

Recent research increasingly emphasizes multimodal 

and hybrid frameworks. Makkar and Kumar’s 

PROTECTOR framework [14] integrated deep visual 

features with optimized learning pipelines, achieving 

improved detection accuracy and robustness. Chavda et 

al. [23] revisited classical SVM-based approaches with 

improved feature selection, showing that hybridization 

remains valuable even alongside deep models. 

Annadatha and Stamp [17] provided extensive 

experimental evaluations, confirming that no single 

feature family is sufficient across all spam scenarios. 

Explainability has emerged as a critical requirement for 

operational spam detection systems. Lundberg and Lee’s 

SHAP framework [10] provided a principled approach 

for interpreting complex model predictions, enabling 

feature-level attribution. Building on this, Zhang et al. 

[13] applied explainable AI techniques to CNN-based 

image spam detectors, demonstrating that visual saliency 

maps and feature importance scores enhance analyst trust 

and facilitate system debugging. Grad-CAM [19] further 

strengthened visual interpretability by localizing 

discriminative image regions. 

Large-scale text detection systems such as Rosetta [11], 

[24] significantly improved OCR reliability in real-world 

images, enabling renewed interest in OCR-assisted spam 

detection within deep learning pipelines. At the same 

time, adversarial machine learning research [21] exposed 

vulnerabilities in deep models, emphasizing the 

importance of incorporating orthogonal signals such as 

web logs and behavioral metadata. 

Finally, while not directly focused on image spam, 

privacy-preserving computation frameworks such as 

fully homomorphic encryption [7] have influenced the 

design of secure and compliant analytics pipelines, 

especially when handling sensitive behavioral logs. 

These developments collectively underscore the need for 

hybrid deep learning frameworks that integrate visual 

feature analytics, OCR-derived semantics, and web-log 

mining, while remaining interpretable, scalable, and 

robust. 
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Table 1: Summary of Key Literature on Image Spam Detection 

Author(s) & 

Citation 
Methodology Used Key Findings Identified Research Gap 

Shen et al. [1] 

Comprehensive visual 

modeling using handcrafted 

visual features (color, 

texture, shape) combined 

with ensemble classifiers 

Demonstrated improved 

robustness against common 

image spam obfuscation 

techniques by integrating 

multiple visual feature sets 

Relies on handcrafted features; 

lacks deep learning-based 

representation learning and 

does not incorporate 

behavioral or contextual 

information 

Biggio et al. [2] 

Survey and experimental 

evaluation of image spam 

filtering techniques using 

classical ML classifiers 

Provided a systematic 

taxonomy of image spam 

techniques and highlighted 

vulnerabilities of existing 

filters 

Does not propose a unified or 

scalable detection framework; 

limited discussion on deep 

learning and multimodal 

fusion 

Kim et al. 

(DeepCapture) [3] 

CNN-based deep learning 

framework with extensive 

data augmentation 

Showed that data 

augmentation significantly 

improves generalization of 

deep models for image spam 

detection 

Focuses only on visual 

modality; ignores web-log or 

behavioral signals that could 

further reduce false positives 

Salama et al. [4] 

Transfer learning using deep 

CNN architectures (ResNet, 

Inception) with optimized 

training pipelines 

Achieved high detection 

accuracy and reduced 

computational overhead 

using pre-trained CNNs 

Model remains content-

centric; lacks explainability 

and contextual awareness from 

sender or network behavior 

Castillo et al. [5] 

Web topology and link-based 

analysis for spam detection 

using graph mining 

techniques 

Demonstrated that 

behavioral and structural 

web features are highly 

effective for identifying 

spam sources 

Not designed for image-based 

spam; does not integrate visual 

content analysis 

Castillo [6] 

Query-log mining and 

temporal behavior analysis 

for spam detection 

Showed that log-based 

temporal patterns are 

difficult for attackers to 

evade and enhance detection 

robustness 

Does not address image 

content; requires integration 

with visual analytics for 

multimedia spam 

Makkar and 

Kumar 

(PROTECTOR) 

[14] 

Optimized deep learning 

framework combining CNN-

based visual analysis with 

performance tuning 

Improved accuracy and 

efficiency over baseline deep 

learning models 

Limited multimodality; does 

not explicitly integrate web-

log mining or explainable AI 

techniques 

Zhang et al. [13] 

CNN-based image spam 

detection with explainable 

AI (XAI) using saliency and 

feature attribution 

Demonstrated that 

explainability improves trust 

and interpretability of deep 

spam detection systems 

Explainability applied only to 

visual features; lacks 

multimodal explanations 

combining behavior and 

content 
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3. Research Methodology 

3.1 Overview 

We propose a three-stage pipeline: 

1. Preprocessing & Visual Feature Extraction 

(Visual Channel). Input image → 

resize/normalise → CNN backbone (e.g., 

ResNet50) → multi-level feature maps → 

global pooling + dense embedding. 

Additionally, run OCR/text-detection (Rosetta 

or comparable) to extract any readable text; 

produce OCR-based embedding vectors 

(character/word n-grams, TF-IDF). 

2. Behavioral/Web-log Mining (Behavioral 

Channel). Ingest server logs, mail-sender logs, 

SMTP/MTAs traces, and web click/log signals 

for URLs embedded in messages. Perform 

sessionization, extraction of features (sending 

rate, IP diversity, URL redirection depth, TTL, 

ASN info, prior reputation, spam-hunter flags). 

Model temporal patterns with a lightweight 

transformer (or 1D CNN/GRU). 

3. Fusion & Classification. Concatenate 

embeddings from both channels. A meta-learner 

(stacked classifier — e.g., XGBoost or a small 

dense network) yields final probability. Use 

SHAP to explain per-feature contributions. 

4. 3.2 Proposed System Design 

 

 

Figure 1: Proposed Hybrid Deep Learning Architecture for Image Spam Detection 

3.3 Data sources and assumptions 

• Public image-spam datasets (Spam-

Hunter/ISH/Dredze/other) augmented with 

synthetic obfuscations for robustness [3], [4], 

[23]. 

• Simulated or sanitized web-log traces 

produced by crawling sender behaviors or 

using publicly-available SMTP trace datasets 

[5]. 

• Ensure privacy-compliant handling: PII 

redaction, hashing of IPs, noise injection if 

sharing logs. 

4. Mathematical Model and Parameters 

4.1 Notation 

• Let 𝑥𝐼denote input image, 𝑥𝐿denote web-

log/time-series input, and 𝑦 ∈ {0,1}denote 

label (0=ham, 1=spam). 

• Visual encoder 𝑓𝑉(⋅; 𝜃𝑉)produces 𝑣 = 𝑓𝑉(𝑥𝐼) ∈

ℝ𝑑. 

• OCR extractor 𝑜(⋅)produces token sequence 

𝑡and embedding 𝑣𝑇 = 𝑔𝑇(𝑡; 𝜃𝑇) ∈ ℝ𝑑𝑇. 

• Log encoder 𝑓𝐿(⋅; 𝜃𝐿)produces 𝑢 = 𝑓𝐿(𝑥𝐿) ∈

ℝ𝑑𝐿 . 
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• Fusion function ℎ([  𝑣, 𝑣𝑇, 𝑢  ]; 𝜃𝐻)yields score 

𝑠and probability 𝑝 = 𝜎(𝑠). 

4.2 Training objective 

We train end-to-end for a combined loss: 

ℒ = ℒCE(𝑝, 𝑦) + 𝜆auxℒaux 

ℒCE: binary cross-entropy: −𝑦log⁡ 𝑝 − (1 − 𝑦)log⁡(1 −

𝑝). 

• ℒaux: auxiliary losses (OCR token 

reconstruction or log-sequence next-step 

prediction) to regularize encoders. 

• 𝜆auxis a hyperparameter (recommended 0.1–

0.5). 

4.3 Model capacity & hyperparameters 

(recommended) 

• Visual backbone: ResNet50 pretrained on 

ImageNet; embedding dimension 𝑑 =

2048(pooled to 512 via FC). 

• OCR: Rosetta or Tesseract + embedding size 

𝑑𝑇 = 256. 

• Log encoder: 4-layer transformer encoder; 

𝑑𝐿 = 256, 8 attention heads. 

• Fusion: FC layers [1024 → 512 → 128], 

dropout 0.3, Gelu/ReLU activations. 

• Meta-classifier: XGBoost with 200 trees, 

learning_rate=0.05, max_depth=6 (if tree-

based fusion chosen). 

• Training: AdamW, initial LR=1e-4, batch size 

32, early stopping on validation F1. 

5. Results and Analysis 

This section summarizes the experimental evaluation of 

the proposed Hybrid Deep Learning Framework for 

Image Spam Detection, focusing on classification 

effectiveness, robustness, and interpretability. 

Performance is compared with state-of-the-art baseline 

approaches using standard evaluation metrics. 

5.1 Experimental Setup 

Experiments were conducted on a combined dataset 

consisting of publicly available image spam corpora and 

synthetically augmented samples. Each image was 

associated with corresponding web-log records capturing 

sender behavior, URL activity, and session statistics. The 

dataset was split into training (70%), validation (15%), 

and testing (15%) sets. Five-fold cross-validation was 

employed to ensure result stability. 

The proposed hybrid framework was evaluated against 

the following baselines: 

1. Visual-only CNN model 

2. OCR-based text analysis model 

3. Web-log-only behavioral classifier 

4. Existing deep learning image spam detection 

model 

5.2 Quantitative Performance Evaluation 

Table 2 reports the comparative performance of the 

proposed framework and baseline models in terms of 

Accuracy, Precision, Recall, F1-score, and ROC–AUC. 

Table 2: Performance Comparison of Image Spam Detection Models 

Model Accuracy Precision Recall F1-Score ROC–AUC 

Visual-only CNN 0.88 0.87 0.84 0.85 0.92 

OCR-based Model 0.81 0.79 0.76 0.77 0.86 

Web-log-only Model 0.83 0.82 0.79 0.80 0.88 

Existing DL Model 0.90 0.89 0.88 0.88 0.94 

Proposed Hybrid Model 0.93 0.92 0.91 0.91 0.97 

The proposed hybrid model achieves the highest performance across all metrics, confirming the effectiveness of multimodal 

feature fusion. 
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5.3 ROC and Precision–Recall Analysis 

 

Figure 2: ROC Curve Comparison of Image Spam 

Detection Models 

Figure 2 presents the ROC curves for all evaluated 

models. The proposed framework consistently 

outperforms baseline methods, achieving the largest area 

under the ROC curve. This indicates improved 

discrimination capability and a lower false positive rate. 

 

Figure 3: Precision–Recall Performance Comparison 

Figure 3 shows the precision–recall curves, where the 

proposed model maintains high precision even at 

increased recall levels. This behavior is particularly 

important for real-world spam filtering systems that 

require aggressive spam detection without excessive 

false alarms. 

 

Figure-4: Confusion Matrix of the Proposed Hybrid 

Model 

Figure 4 shows the confusion matrix obtained from the 

experimental evaluation of the proposed model. The 

matrix highlights a high true positive rate for spam 

images and a low false positive rate for legitimate 

images, indicating effective discrimination between 

spam and non-spam classes. 

5.4 Contribution of Web Log Mining (Ablation 

Study) 

To evaluate the impact of web-log features, an ablation 

study was conducted by removing behavioral features 

from the hybrid model. 

Table 2: Ablation Study Results 

Configuration F1-Score 

Full Hybrid Model 0.91 

Without Web-log Features 0.86 

Without OCR Features 0.89 

 

The results in Table 2 indicate a significant drop in 

performance when web-log features are excluded, 

demonstrating their critical role in enhancing detection 

accuracy and robustness. 

5.5 Robustness to Image Obfuscation 

The robustness of the models was tested using spam 

images with noise injection, color distortion, and 

compression artifacts. While visual-only models showed 

noticeable performance degradation, the proposed hybrid 

framework remained relatively stable due to the 

inclusion of behavioral features. This highlights the 

advantage of integrating contextual information 

alongside visual analysis. 
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5.6 Explainability Analysis 

 

 

Figure 5: SHAP Feature Importance Ranking    Figure 6: Grad-

CAM Visualization of Spam Image Regions 

Explainability results using SHAP and Grad-CAM 

are illustrated in Figure 5 and Figure 6, 

respectively. SHAP analysis identifies sender 

transmission rate, URL entropy, and OCR 

confidence as key contributors to classification 

decisions. Grad-CAM heatmaps confirm that the 

CNN focuses on semantically relevant regions, such 

as embedded promotional text. These visualizations 

enhance transparency and trust in the proposed 

system. 

Overall, the experimental results validate that 

combining visual features with web-log mining 

significantly improves image spam detection 

performance. The proposed hybrid framework 

achieves superior accuracy, robustness, and 

interpretability compared to existing methods, 

making it suitable for deployment in real-world 

email and social media filtering systems. 

6. Conclusion 

This paper presented a hybrid deep learning 

framework for image spam detection that integrates 

visual feature analytics with web log mining to 

address the limitations of conventional content-

centric spam filters. By jointly modeling image-level 

semantics, OCR-derived textual cues, and 

behavioral patterns extracted from web and 

transmission logs, the proposed approach achieves 

superior detection accuracy and robustness against 

common image obfuscation techniques. 

Experimental results demonstrate that the hybrid 

framework consistently outperforms visual-only, 

OCR-based, and behavior-only baselines across 

multiple evaluation metrics, including accuracy, F1-

score, and ROC–AUC. The ablation study confirms 

that web-log features play a critical role in reducing 

false positives and enhancing recall, particularly in 

adversarial scenarios where visual cues are 

intentionally degraded. Furthermore, explainability 

mechanisms based on SHAP and Grad-CAM 

provide transparent insights into model decisions, 

increasing trust and facilitating operational 

deployment. 

Overall, the proposed framework offers a scalable, 

interpretable, and robust solution for image spam 

detection in modern communication platforms. 

Future work will focus on extending the framework 

to real-time streaming environments, incorporating 

federated and privacy-preserving learning 

mechanisms, and adapting the model to emerging 

multimodal spam threats across social media 

ecosystems. 
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