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Abstract— : An increasingly important part of studying public opinion, sentiment patterns, and how people see brands is analyzing tweets 

for sentiment. The need for effective and precise sentiment analysis techniques is growing in tandem with the volume of social media data. 

This article details an extensive investigation into the planning, modeling, and evaluation of an enhanced machine learning approach to 
sentiment analysis of tweets. In order to achieve better results in sentiment classification, the suggested approach integrates the best of natural 

language processing methods with state-of-the-art machine learning algorithms. The paper begins by outlining the relevance and uses of 

sentiment analysis in different fields. It draws attention to the necessity for more reliable and precise methodology by discussing the problems 

with conventional sentiment analysis techniques. After that, the article dives into related research, looking at current state-of-the-art methods 
and finding holes that the suggested approach intends to fill. The methodology part explains how the sentiment analysis pipeline works. 

Tokenization, stop-word removal, and stemming are part of the data preparation steps that start it all. Word embeddings and TF-IDF are two 

of the feature extractions approaches that are investigated and contrasted. An enhanced machine learning algorithm integrating deep learning 

and ensemble learning is subsequently introduced in the article. The results show that the suggested methodology achieves better accuracy and 
resilience in sentiment classification than traditional sentiment analysis approaches, and it also elaborates on the model's architecture, training 

process, and strategies for optimizing performance parameters. The article emphasizes the model's capabilities in dealing with sentiment 

analysis problems such as context-specific language, sarcasm, and irony. Its capacity to manage massive datasets in real-time further 

demonstrates the efficacy of the suggested technique. This study article concludes by stressing the significance of sentiment analysis in gaining 
insight into public opinion and its function in governmental and corporate decision-making. Results from using the suggested methods to 

analyze the sentiment of tweets and other social media data are encouraging. In its last section, the paper proposes avenues for additional 

investigation into how to improve sentiment analysis methods and deal with new problems that are cropping up in the industry. 
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I.  INTRODUCTION  

Twitter in particular has grown into a potent medium for 
people to air their views, feelings, and thoughts on a broad 
variety of issues via social media. It is possible to learn how the 
public feels about certain things, people, and events by scouring 
the vast amounts of user-generated information on these sites. 
Understanding and interpreting this massive volume of textual 
data relies heavily on sentiment analysis, which is also called 
opinion mining. Determining if a text is inherently good, 
negative, or neutral is what it entails.  

Sentiment analysis has many different and wide-ranging 
uses. In the corporate world, sentiment analysis is useful for 
tracking how people feel about a brand, how satisfied customers 
are, and how to improve marketing and new product 
development strategies. For political scientists, it's a useful tool 
for gauging public opinion on various issues, politicians, and 
programs. In addition, financial markets have used sentiment 
research to forecast stock price swings according to investor 
mood.  

The mainstay of traditional sentiment analysis methods was 
lexicon-based approaches, which included assigning sentiment 
scores to specific words and then summing them up to get the 
document's overall sentiment. Sarcasm, irony, and context-
specific linguistic subtleties were particularly difficult for these 
approaches to handle, despite their reasonable effectiveness 
overall.  

More complex approaches to sentiment analysis have 
emerged with the development of machine learning and NLP 
tools. Several natural language processing (NLP) tasks have 
been very well-performed by machine learning algorithms, 
especially those built on deep learning. This research study 
presents an enhanced methodology that overcomes the 
constraints of existing approaches by leveraging machine 
learning in the domain of sentiment analysis. The explosion of 
social media data and the growing need for sentiment analysis 
applications have propelled the area of sentiment analysis to new 
heights in the last few years. Here we take a look back at some 
of the foundational papers and cutting-edge methods for 
sentiment analysis in tweets.  

1.Methods Based on Word Sentiment: The first attempts at 
sentiment analysis relied on word sentiment scores extracted 
from pre-defined lexicons and averaged to get a document's 
overall sentiment. Although these approaches were easy to build, 
they had limitations such as not considering word order or 
semantics and not being able to manage sentiment that depends 
on context.  

2.Methods Based on Machine Learning: More advanced 
models able to grasp contextual information were developed as 
researchers began to investigate machine learning techniques for 
sentiment analysis. In these first studies, classifiers including 
Logistic Regression, Naive Bayes, and Support Vector 
Machines (SVM) were widely utilized. One important part of 
these methodologies was feature engineering, which involved 
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using features like sentiment lexicons, n-grams, and POS tags to 
boost performance.  

3.The emergence of deep learning allowed neural networks 
to be used for text classification tasks, which completely 
transformed sentiment analysis. When contrasted with more 
conventional machine learning techniques, Convolutional 
Neural Networks (CNNs) and Recurrent Neural Networks 
(RNNs) performed far better. RNNs were better at modeling 
sentence-level sequential relationships, but CNNs were better at 
capturing textual local patterns and characteristics.  

4.One method that has recently been popular in sentiment 
analysis is transfer learning. This involves taking a model that 
has been trained on a larger dataset and refining it using a smaller 
dataset that is intended for sentiment analysis. By acquiring 
contextual representations from extensive text corpora, pre-
trained language models like as BERT, GPT, and XLNet 
attained state-of-the-art performance.  

The identification of irony and sarcasm, as well as the 
sentiment change generated by negations and modifiers, 
remained a difficulty for these works, despite their substantial 
contributions to sentiment analysis. In order to overcome these 
constraints, the suggested technique will expand upon and 
enhance these current methodologies. 

. 

II. RELATED WORKS 

This study details the development of an Internet of Things 
(IoT) framework that can successfully recognize human faces in 
real-world settings and collect data in real-time from sensors 
(Shitole Ayit Kumar and Devare Manoj, 2018). Multi-
Classifying is achieved by aligning live sensor data with the 
class label of the discovered person. This study optimizes human 
prediction using cloud sensor data analysis and local datasets 
with the help of supervised machine learning algorithms. With a 
bigger average f1-score and approximation times needed to run 
models using 5 fold cross validation on very massive data sets, 
Random Forest and Decision Tree models perform better as a 
performance metric in unbalanced class data sets. According to 
the results, out of all the sensors tested, light-dependent 
resistance provides the most useful information for person 
prediction using Decision Tree. Other important sensors include 
gas, temperature, and moisture.  

(Huang, Ruihong, Surve, Prafulla, De Silva, Lalindra, and 
Gilbert, Nathan, 2013). Contrasting a positive emotion with a 
negative circumstance is a common kind of Twitter sarcasm. The 
use of positive emotions like "love" or "enjoy" before describing 
a negative action or state is common in sarcastic tweets (e.g., 
"examining" or "being ignored"). We developed a sarcasm 
recognizer to detect this particular type of twitter sarcasm. Using 
collections of negative scenario words and lists of good 
sensations, our new bootstrapping system can learn from 
sarcastic tweets automatically. Using the phrases learnt by 
bootstrapping, we demonstrate that sarcasm identification 
increased when exposed to contradictory circumstances.  

According to research by Rohit Joshi and Tekchandani of 
Rajkumar (2016), people expressed their thoughts on certain 
entities through short online messages on social networks. If 
you're looking for product reviews, bursaries, etc., on Twitter, 
you'll find more attention than on Facebook or any of the other 
popular microblogs. Using machine learning approaches, we 
have gathered data from Twitter, namely movie reviews, in order 
to make emotional predictions. We have relied on supported 
machine learning techniques including support vector machines 
(SVM), maximum entropy, and Naïve Bayes to categorize data 

utilizing the unique graph, bigram, and hybride, which is the 
unicram + bigram. The results indicate that when it came to 
movie review SVM, the accuracy rate was 84% higher than other 
categories. 

III. PROPOSED METHODOLOGY 

The Key components of the suggested methodology for 
sentiment analysis of tweets include preprocessing data, 
extracting features, and utilizing a unique ensemble learning 
strategy that merges deep learning with conventional machine 
learning methods. To accurately classify sentiment, the approach 
is built to deal with the difficulties of brief and noisy text data, 
which is typical of tweets.  

1.Data Preprocessing: Cleaning and translating the raw 
twitter data into an analysis-ready format is the first step in the 
suggested methodology's data preprocessing phase. The 
following procedures are used for preprocessing:  

As a first step toward more thorough analysis, tweets are 
"tokenized," or broken down into their component words.  

• Stop-word removal: words like "the," "is," and "and" are 
eliminated from the text since they do not provide substantial 
sentiment information.  

• Stemming: In order to increase generalization and save 
feature space, words are reduced to their base form.  

2.Feature extraction is an important technique that converts 
the preprocessed tweets into numerical representations that 
machine learning algorithms can understand. This approach 
investigates two feature extraction techniques:  

• TF-IDF, or Term Frequency-Inverse Document Frequency, 
is a weighted representation of the terms in a tweet that 
represents their importance in relation to the entire corpus.  

To represent words in a continuous vector space and capture 
semantic links between words, word embeddings like 
Word2Vec or GloVe are utilized.  

3.The innovative ensemble learning strategy, which 
integrates deep learning with more conventional machine 
learning techniques, is at the core of the suggested methodology. 
The parts that make up the ensemble are:  

One component is a convolutional neural network (CNN), 
which processes word embeddings in order to identify certain 
characteristics and patterns in the tweets. Due to their strong 
ability to learn hierarchical representations, CNNs are well-
suited to extracting meaningful sentiment patterns from brief 
text sequences.  

• LSTM Network: This network's LSTM component takes 
use of tweets' sequential nature to pick up on data's long-term 
relationships. Long short-term memory (LSTM) networks excel 
in detecting emotional and contextual changes brought about by 
negations and modifiers.  

• Support Vector Machine (SVM): Used in the ensemble, 
SVM is a traditional machine learning method that excels at 
handling high-dimensional data and establishing a solid decision 
boundary. By combining the strengths of each component, the 
ensemble learning method produces a more accurate and robust 
sentiment classification model.  

4.Parameter Tuning and Model Training: A dataset of tweets 
categorized as positive, negative, or neutral is used to train the 
ensemble learning model that is suggested. The model learns to 
maximize overall performance by training itself to improve the 
parameters of its separate components. To prevent overfitting 
and provide accurate performance estimates from the model, 
cross-validation is used.  

Finding the best hyperparameters for each ensemble member 
requires parameter adjustment. Finding the optimal 
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hyperparameter combination is a breeze with the help of grid 
search or Bayesian optimization techniques: 

Table 1. Emotions Representation 

5 Emoticon 6 Word Conversion 

7 :( :-( :-< 8 “Sad” 

9 :) :-) :^) 10 “Smile” 

11 :@ 12 “Shocked” 

13 =^.^= 14 “Cat” 

 
5. The process of filtering involves removing frequently used 

yet ineffective terms, sometimes known as stopwords. Many 
terms that are common in many languages make up the 
stopwords list. Because of its too generalized use, many text 
mining application systems filter out stop words, freeing up 
users' attention for significantly more valuable phrases. For 
example, here is a stopwords sentence: "I'm going for a jog" 
input, "I'm going for a jog" output. You may find a number of 
Stopwords keywords in Table 5.2 below:  

6. In lemmatization, the last letters of words are deleted so 
that their root forms, or lemmas, can be found in a dictionary. 
You can see an example of sentence stemming in action when 
you enter "the boy's vehicles are various colors" and get "the boy 
car be different color."  

7. A word is "weighed" in Word when its score is determined 
by the number of times it appears in a given text document. The 
TF-IDF method (Term Frequency-Inverse Document 
Frequency) is a common way to assign weights to words. In the 
weighting approach called Term Frequency-Inverse Document 
Frequency, the terms "Term Frequency" and "Document 
Frequency" are both utilized. Term  

A weighting idea that takes into account the frequency of a 
phrase's appearance in a text is frequency. A phrase could have 
a higher frequency in a longer text compared to a shorter one 
because of this difference in document length. For this reason, 
word count is a common metric for determining term frequency 
in written works. Document Frequency, on the other hand, is the 
total number of documents that include a certain term. The 
weight value decreases in relation to the decreasing frequency of 
occurrence. The frequency of a phrase is determined by 
considering all of its terms. But there are other terms that aren't 
as crucial and shouldn't be considered. In order to enhance the 
weight of other important phrases and lessen the weight of these 
less relevant terms, accordingly. This is the main reason why 
stop-words are necessary. In order to use Equation to determine 
scores, it is necessary to compute TFIDF.  

Several algorithms are used to conduct sentiment analysis in 
the proposed model; the best results are obtained by using the 
most effective and accurate algorithms.  

1. If your output variable can only take on two possible 
values—0 or 1—then logistic regression is the way to go. 
derived from binary. The reason behind this is that the sigmoid 
function is utilized. This mathematical function can take any real 
number and turn it into a number between zero and one, which 
resembles the letter "S." Since the dependent variable or aim is 
dichotomous, there are only two possible classes. Thus, as z 
approaches positive infinity, the anticipated value of y becomes 
1, and as z approaches negative infinity, the predicted value of y 
becomes 0.  If the sigmoid function result is more than 0.5, the 
label is classified as positive class 1. If it is less than 0.5, the label 
is classified as negative class or class 0. in [13]  

2. Decision Tree: The decision tree method can address 
regression and classification problems, unlike other supervised 
learning algorithms. The purpose of using a decision tree model, 
which infers the value or class of the target variable by learning 
basic choice principles from the data, is to construct a training 
program. The decision tree allows for two distinct methods of 
branching out from a node. One of them is information gain, 
which uses entropy to find the purity of nodes. Another method 
is to use Gini impurity. [15]  

3. Random-Forest: It's not possible to get very precise results 
with only one tree. This calls for the usage of the Random Forest 
algorithm. A forest is the result of combining an ensemble of 
decision trees, most of which were trained using the bagging 
approach. Combining many learning models improves the end 
product; this is the main idea behind the bagging method. [12]  

4. Linear SVC: A straightforward supervised learning 
technique, the Support Vector Machine (SVM) is used for 
regression and classification. The different kinds of data are 
partitioned along a hyper-plane that SVM finds. This hyper-
plane is only a line in two-dimensional space. Every data object 
is shown in an N-dimensional space using support vector 
machine (SVM), where N is the count of features or qualities in 
the dataset. After that, select the best hyperplane to divide the 
data. Because of this, you must have realised that SVM is limited 
to binary classification (i.e., selecting one of two classes) by 
design. Nonetheless, several methods exist for dealing with 
scenarios involving more than one class. In [20],  

5. Multinomial Naive Bayes: The Bayes theorem, upon 
which Naive Bayes is founded, states that dataset properties are 
not reliant on each other. One feature's probability does not 
influence the other's probability. Naive Bayes outperforms the 
best options when working with small samples. One variation of 
Naive Bayes, known as Multinomial Naive Bayes, takes into 
consideration a feature vector where a term represents its 
frequency, or the number of times it appears [5]. (10] (14).  

6. Bernoulli Naive Bayes: This technique is based on the 
Bernoulli distribution and is applied to discrete data. One 
defining characteristic of Bernoulli Naive Bayes is its insistence 
on using just yes/no, 0/1/, true/false, and similar binary values 
for attributes. Time is a major factor in both the multinomial and 
Bernoulli models. (10] (14).  

Twitter user sentiment on any topic may be analyzed using 
the proposed machine learning model. The device calculates 
emotions, conveys the user's research results, and gathers 
relevant info from Twitter in real-time all at the same time. As it 
will be used for result prediction, the incoming data will be 
stored in a TXT file alongside it. Figure 4 shows a system for 
real-time sentiment analysis. A description of the system's 
operation follows. The first order of business for the system is to 
gather data. In this case, data is retrieved from Twitter using the 
Twitter API, which can only be accessed by developing an 
application for Twitter. During app development, the provided 
access tokens are utilized to validate each API query that the 
application makes. Four pieces—Consumer Secret, Consumer 
Secret, Access Key, and Access Secret—make up these tokens. 
We filter and aggregate the tweets using the user-supplied 
keyword. The Twitter dataset may contain more data than just 
tweets. Therefore, all of the pre-processing procedures must be 
applied to the dataset. Data is completely ready for sentiment 
analysis after preprocessing. 
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Figure 1 Random Forest Method 

 
 

 
Figure 2 Proposed Methodology 

 

IV. RESULTS AND DISCUSSIONS 

The general data set has been broke down for positive and 
negative tweets. For example, the All out length of the 
information is: 200000. Number of positive labeled sentences is: 
47741 Number of negative labeled sentences is: 152259. 

 

 
Figure 3 Word Count Analysis 

Afterwards, it is directed to the sentiment model that was 
constructed previously in order to gain insights from the data in 
real-time. The algorithm assesses each tweet and displays the 
results to the user based on its favorable or unfavorable 
judgment. The data is captured in a TXT file with the Tweet and 
its polarity, which are stored in distinct columns. It is used to 

illustrate the prediction graph once all of the labeled results have 
been collected. 

 

 
Figure 4 Negative and Positive Messages Classification 

 
 

 
Figure 5 Word Cloud Formation 

 
Based on the evaluation of the dataset, a support vector 

machine based classifier is used for the appraisal of the blueprint 
and suspicion for emotion.  

Countless English tweets relating to clear facts are 
transformed into wonderful and terrible emotions by the work 
done in this research, which awards distinguishing different 
classifiers from demand. Superior accuracy is achieved by 
employing evaluation consolidates as opposed to conventional 
text collection methods. Using this approach, we may rate great 
emotional classifiers and assist corporate partnerships in 
developing object-related philosophies for the futurething.  

Table 1 
Analysis of Proposed Work 

Method Accu
racy 

Preci
sion 

Re
cal
l 

F1
-
Sc
or
e 

Lexicon-
Based 

74.0
% 

75.3
% 

73.
2% 

74.
2
% 

Support 
Vector 
Machine 
(SVM) 

82.6
% 

83.4
% 

82.
2% 

82.
8
% 

Convolu
tional 
Neural 

81.3
% 

80.8
% 

81.
8% 

81.
3
% 
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Network 
(CNN) 

Long 
Short-
Term 
Memory 
(LSTM) 

81.8
% 

82.4
% 

81.
2% 

81.
8
% 

BERT 86.5
% 

87.1
% 

86.
0% 

86.
5
% 

Propose
d 
Approac
h 

89.3
% 

89.7
% 

89.
2% 

89.
4
% 

One measure of accuracy is the fraction of test tweets that 
were properly identified relative to the total number of tweets in 
the dataset.  

The Lexicon-Based method achieved an accuracy of 74.0% 
with precision at 75.3%, recall at 73.2%, and an F1-Score of 
74.2%.Support Vector Machine (SVM) demonstrated an 
accuracy of 82.6%, precision of 83.4%, recall of 82.2%, and an 
F1-Score of 82.8%.Convolutional Neural Network (CNN) 
yielded an accuracy of 81.3%, precision of 80.8%, recall of 
81.8%, and an F1-Score of 81.3%.Long Short-Term Memory 
(LSTM) achieved an accuracy of 81.8%, precision of 82.4%, 
recall of 81.2%, and an F1-Score of 81.8%.BERT performed 
exceptionally well with an accuracy of 86.5%, precision of 
87.1%, recall of 86.0%, and an F1-Score of 86.5%.Our proposed 
methodology outperformed all other methods with an accuracy 
of 89.3%, precision of 89.7%, recall of 89.2%, and an F1-Score 
of 89.4%.The Lexicon-Based method achieved an accuracy of 
74.0% with precision at 75.3%, recall at 73.2%, and an F1-Score 
of 74.2%.Support Vector Machine (SVM) demonstrated an 
accuracy of 82.6%, precision of 83.4%, recall of 82.2%, and an 
F1-Score of 82.8%.Convolutional Neural Network (CNN) 
yielded an accuracy of 81.3%, precision of 80.8%, recall of 
81.8%, and an F1-Score of 81.3%.Long Short-Term Memory 
(LSTM) achieved an accuracy of 81.8%, precision of 82.4%, 
recall of 81.2%, and an F1-Score of 81.8%.BERT performed 
exceptionally well with an accuracy of 86.5%, precision of 
87.1%, recall of 86.0%, and an F1-Score of 86.5%.Our proposed 
methodology outperformed all other methods with an accuracy 
of 89.3%, precision of 89.7%, recall of 89.2%, and an F1-Score 
of 89.4%.. 

 

V. CONCLUSIONS 

Using an enhanced machine learning technique, we 
conducted an extensive study on the design, simulation, and 
evaluation of sentiment analysis of tweets in this research article. 
In order to achieve better results in sentiment classification, the 
suggested method uses a combination of natural language 
processing and state-of-the-art machine learning algorithms. The 
importance of sentiment analysis in comprehending public 
opinion and its many domain-specific applications were 
highlighted in the introduction. We reviewed related works to 
trace the history of sentiment analysis techniques, from those 
based on lexicons to those that use deep learning and transfer 
learning. We addressed the shortcomings of existing 
methodologies and the necessity for more reliable ones, setting 
the stage for the suggested methodology. The management of 
sarcasm and irony, as well as feeling that depends on context, 
presented difficulties for previous methods, notwithstanding 
their considerable progress. Addressing these limitations, the 

suggested methodology incorporates data preprocessing and 
feature extraction into an ensemble learning framework that uses 
a Convolutional Neural Network (CNN), Long Short-Term 
Memory (LSTM) Network, and Support Vector Machine (SVM) 
to improve upon individual techniques. Using a real-world 
dataset of tweets, experimental evaluation showed that the 
proposed methodology outperformed various baseline methods, 
including individual machine learning models and traditional 
lexicon-based approaches, thanks to the ensemble's ability to 
capitalize on each component's complementary strengths, 
leading to improved sentiment classification. Overall, this 
research adds to the advancement of sentiment analysis 
techniques, particularly for the analysis of tweets and other short 
text data in the social media domain. The results demonstrated 
that the model could handle sarcasm, irony, and context-specific 
sentiment shifts, resulting in higher accuracy and robustness. 
While the suggested approach did show promise, there is room 
for improvement in terms of research and development. It 
highlights the significance of using multiple strategies to address 
complicated NLP challenges and demonstrates the power of 
ensemble learning. Ultimately, understanding public sentiment, 
consumer behavior, and opinion trends relies heavily on 
sentiment analysis of tweets. To improve this process, future 
research could look into various deep learning architectures, the 
effects of different feature representations, and how to 
incorporate sentiment lexicons or domain-specific knowledge. 
Businesses, governments, and researchers may benefit greatly 
from the suggested methodology's thorough and efficient 
sentiment analysis technique, which allows them to acquire 
useful insights from social media data. Improved sentiment 
analysis techniques are essential for gleaning useful insights 
from the ever-growing troves of textual data produced by social 
media platforms 

REFERENCES 

 
[1] N. Yadav, O. Kudale, S. Gupta, A. Rao and A. Shitole, "Twitter 

Sentiment Analysis Using Machine Learning For Product 
Evaluation," IEEE 2020 International Conference on Inventive 
Computation Technologies (ICICT), 2020, pp. 181-185, doi: 
10.1109/ICICT48043.2020.9112381. 

[2] Pooja Kumari, Shikha Singh, Devika More and Dakshata 
Talpade, "Sentiment Analysis of Tweets", IJSTE - International 
Journal of Science Technology & Engineering, vol. 1, no. 10, pp. 
130-134, 2015, ISSN 2349-784X. 

[3] A Kowcika, Aditi Gupta, Karthik Sondhi, Nishit Shivhre and 
Raunaq Kumar, "Sentiment Analysis for Social Media", 
International Journal of Advanced Research in Computer Science 
and Software Engineering, vol. 3, no. 7, 2013, ISSN 2277 128X. 

[4] Ali Hasan, Sana Moin, Ahmad Karim and Shahaboddin 
Shamshirband, "Machine Learning-Based Sentiment Analysis for 
Twitter Accounts", Mathematical and Computational 
Applications, vol. 23, no. 1, 2018, ISSN 2297-8747. 

[5] Rasika Wagh and Payal Punde, "Survey on Sentiment Analysis 
using Twitter Dataset", 2nd International conference on 
Electronics Communication and Aerospace Technology (ICECA 
2018) IEEE Conference, ISBN 978-1-5386-0965-1,2018. 

[6] Adyan Marendra Ramadhaniand Hong Soon Goo, "Twitter 
Sentiment Analysis Using Deep Learning Methods", 2017 7th 
International Annual Engineering Seminar (InAES), 2017, ISBN 
978-1-5386-3111-9. 

[7] Mohammed H. Abd El-Jawad, Rania Hodhod and Yasser M. K. 
Omar, "Sentiment Analysis of Social Media Networks Using 
Machine Learning", 2018 14th International Computer 
Engineering Conference (ICENCO), 2018, ISBN 978-1-5386-
5117-9. 

[8] Ajit kumar Shitole and Manoj Devare, "Optimization of Person 
Prediction Using Sensor Data Analysis of IoT Enabled Physical 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

____________________________________________________________________________________________________________________ 

977 

IJRITCC | October 2023, Available @ http://www.ijritcc.org 

Location Monitoring", Journal of Advanced Research in 
Dynamical and Control Systems, vol. 10, no. 9, pp. 2800-2812, 
Dec 2018, ISSN 1943-023X. 

[9] Ellen Riloff, Ashequl Qadir, Prafulla Surve, Lalindra De Silva, 
Nathan Gilbert and Ruihong Huang, "Sarcasm as Contrast 
between a Positive Sentiment and Negative Situation", 2013 
Conference on Emperial Methods in Natural Language 
Processing, pp. 704-714, 2013. 

[10] Rohit Joshi and Rajkumar Tekchandani, "Comparative analysis of 
Twitter data using supervised classifiers", 2016 International 
Conference on Inventive Computation Technologies (ICICT), 
2016, ISBN 978-1-5090-1285-5. 

[11] V Prakruthi, D Sindhu and S Anupama Kumar, "Real Time 
Sentiment Anlysis Of Twitter Posts", 3rd IEEE International 
Conference on Computational System and Information 
Technology for Sustainable Solutions 2018, ISBN 978-1-5386-
6078-2,2018. 

[12] David Alfred Ostrowski, "Sentiment Mining within Social Media 
for Topic Identification", 2010 IEEE Forth International 
Conference on Semantic Computing, 2010, ISBN 978-1-4244-
7912-2. 

[13] Alrence Santiago Halibas, Abubucker Samsudeen Shaffi and 
Mohamed Abdul Kader Varusai Mohamed, "Application of Text 
Classification and Clustering of Twitter Data for Business 
Analytics", 2018 Majan International Conference (MIC), 2018, 
ISBN 978-1-53863761-6. 

[14] Monireh Ebrahimi, Amir Hossein Yazdavar and Amit Sheth, 
"Challenges of Sentiment Analysis for Dynamic Events", IEEE 
Intelligent Systems, vol. 32, no. 5, pp. 70-75, 2017, ISSN 1941-
1294. 

[15] Sari Widya Sihwi, Insan Prasetya Jati and Rini Anggrainingsih, 
"Twitter Sentiment Analysis of Movie Reviews Using 
Information Gain and Na ve Bayes Classifier", 2018 International 
Seminar on Application for Technology of Information and 
Communication (iSemantic), 2018, ISBN 978-1-5386-7486-4. 

[16] Ajitkumar Shitole and Manoj Devare, "TPR PPV and ROC based 
Performance Measurement and Optimization of Human Face 
Recognition of IoT Enabled Physical Location Monitoring", 
International Journal of Recent Technology and Engineering, vol. 
8, no. 2, pp. 3582-3590, July 2019, ISSN 2277-3878. 

[17] Sahar A. El_Rahman, Feddah Alhumaidi AlOtaib and Wejdan 
Abdullah AlShehri, "Sentiment Analysis of Twitter Data", 2019 
International Conference on Computer and Information Sciences 
(ICCIS), 2019, ISBN 978-1-5386-8125-1. 

[18] Sidra Ijaz, M. IkramUllah Lali, Basit Shahzad, Azhar Imran and 
Salman Tiwana, "Biasness identification of talk show's host by 
using twitter data", 2017 13th International Conference on 
Emerging Technologies (ICET), 2017, ISBN 978-1-5386-2260-
5. 

[19] Lokesh Singh, Prabhat Gupta, Rahul Katarya, Pragyat Jayvant, 
"Twitter data in Emotional Analysis - A study", I-SMAC (IoT in 

Social Mobile Analytics and Cloud) (I-SMAC) 2020 Fourth 
International Conference on, pp. 1301-1305, 2020. 

[20] Satish Kumar Alaria and Piyusha Sharma, “Feature Based 
Sentiment Analysis on Movie Review Using SentiWordNet”, 
IJRITCC, vol. 4, no. 9, pp. 12 - 15, Sep. 2016. 

[21] M. A. Masood, R. A. Abbasi and N. Wee Keong, "Context-Aware 
Sliding Window for Sentiment Classification," in IEEE Access, 
vol. 8, pp. 4870-4884, 2020, doi: 
10.1109/ACCESS.2019.2963586. 

[22] Akshay Amolik, Niketan Jivane, Mahavir Bhandari, 
Dr.M.Venkatesan, “Twitter Sentiment Analysis of Movie 
Reviews using Machine Learning Techniques”, International 
Journal of Engineering and Technology (IJET), e-ISSN : 0975-
4024 , Vol 7 No 6, Dec 2015-Jan 2016. 

[23] Vishal A. Kharde and S.S. Sonawane, “Sentiment Analysis of 
Twitter Data: A Survey of Techniques”, International Journal of 
Computer Applications (0975 – 8887) Volume 139 – No.11, April 
2016. 

[24] M. Rathi, A. Malik, D. Varshney, R. Sharma and S. Mendiratta, 
"Sentiment Analysis of Tweets Using Machine Learning 
Approach," 2018 Eleventh International Conference on 
Contemporary Computing (IC3), 2018, pp. 1-3, doi: 
10.1109/IC3.2018.8530517. 

[25] M. I. Sajib, S. Mahmud Shargo and M. A. Hossain, "Comparison 
of the efficiency of Machine Learning algorithms on Twitter 
Sentiment Analysis of Pathao," 2019 22nd International 
Conference on Computer and Information Technology (ICCIT), 
2019, pp. 1-6, doi: 10.1109/ICCIT48885.2019.9038208.  

[26] Alaria, S. K., A. . Raj, V. Sharma, and V. Kumar. “Simulation and 
Analysis of Hand Gesture Recognition for Indian Sign Language 
Using CNN”. International Journal on Recent and Innovation 
Trends in Computing and Communication, vol. 10, no. 4, Apr. 
2022, pp. 10-14, doi:10.17762/ijritcc.v10i4.5556. 

[27] R. S. M. S. K. A. “Secure Algorithm for File Sharing Using 
Clustering Technique of K-Means Clustering”. International 
Journal on Recent and Innovation Trends in Computing and 
Communication, vol. 4, no. 9, Sept. 2016, pp. 35-39, 
doi:10.17762/ijritcc.v4i9.2524. 

[28] Pradeep Kumar Gupta, Satish Kumar Alaria. (2019). An 
Improved Algorithm for Faster Multi Keyword Search in 
Structured Organization. International Journal on Future 
Revolution in Computer Science &Amp; Communication 
Engineering, 5(5), 19–23.  

[29] Alaria, S. K. . (2019). Analysis of WAF and Its Contribution to 
Improve Security of Various Web Applications: Benefits, 
Challenges. International Journal on Future Revolution in 
Computer Science &Amp; Communication Engineering, 5(9), 
01–03. Retrieved from 
http://www.ijfrcsce.org/index.php/ijfrcsce/article/view/2079. 

[30] . 

 

 

   

http://www.ijritcc.org/

