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Abstract 

The quantitative analysis of cerebral MRI images plays a pivotal role in stroke diagnosis and treatment. Deep learning, particularly 

CNNs, with their robust learning capabilities, offer an effective tool for lesion detection. To address the unique properties of stroke 

injuries and automate detection processes, we compiled a dataset of brain MRI images from various medical sources, representing 

patients affected by ischemic strokes. Different deep learning-based networks, including “Single Shot Multibox Detector (SSD)”, 

“Region-based CNN with ResNet101 (RCNN-ResNet101)”, “RCNN with VGG16 (RCNN- VGG16)”, and “YOLOV3”, were 

employed for automated lesion detection. The evaluation focused on achieving optimal precision in comparison to existing 

methods across Diffused Weight, Flair, and T1 modalities of MRI datasets. The developed technique involves extracting deep 

features during the encoding stage, followed by the minimization of features using fully connected layers. Significant handcrafted 

features, such as Local Binary Pattern (LBP) and Gray Level Co-occurrence Matrix (GLCM), were incorporated alongside deep 

features. The concatenation of these features was implemented to maximize the dimension of the feature vector. This concatenated 

vector was then used to train and test the performance of various classifiers. Binary classification was employed to categorize brain 

images into normal or stroke affected. Initially, SoftMax was used as the default classifier. The performance of each classifier was 

individually evaluated, and the best-performing classifier was selected to confirm the overall effectiveness of the proposed 

technique. This all-encompassing strategy not only leverages deep learning for automatic lesion detection but also integrates 

handcrafted features and diverse classifiers to improve the precision and dependability of stroke detection across various brain 

MRI image modalities. 
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I. Introduction 

Ischemic stroke is a prevalent and impactful medical 

condition that significantly affects the quality of human life. 

The timely identification of the location and extent of the 

infarct core is crucial for accurate medical diagnosis and 

intervention. However, current assessment methods face 

limitations such as patient compliance, contraindications, 

and the complexity and time-consuming nature of the 

assessments, particularly in critical situations [1]. While a 

standard head non-contrast CT scan is a fundamental 

assessment for suspected ischemic stroke patients, its 

efficacy in identifying acute infarct cores is hindered by the 

subtle contrast between normal brain tissue and early infarct 

tissue, often beyond the perceptual limits of the naked eye. 

The advent of artificial intelligence (AI) has presented an 

opportunity to overcome these challenges [2]. AI-powered 

machines can accurately analyze each pixel in medical 

images, discerning differences that may escape human 

observation. In recent studies, researchers have employed 

deep learning (DL) and optimization strategies to extract 

information about acute infarct cores from non-contrast CT 

images. This approach harnesses the characteristic and 

diagnostically valuable features within the images, 

providing a potential breakthrough in enhancing diagnostic 

accuracy. 

Stroke stands as a leading cause of adult disability globally, 

affecting up to two-thirds of individuals with long haul 

disabilities. It is a pervasive and perilous cerebrovascular 

disease, characterized by a neurological attack that damages 

the brain and disrupts its functionalities [3]. The two primary 

categories of stroke are ischemic and hemorrhagic strokes. 

Ischemic strokes occur when blood flow is disrupted in one 

of the brain's vessels, leading to the formation of a clot that 

obstructs blood flow to certain tissue areas, causing 

impairment of vital functions. Transient ischemic attacks may 

occur with minimal severity [4]. On the other hand, 

hemorrhagic strokes happen when a brain vessel ruptures, 

causing blood to flow into surrounding tissues. 

Approximately eighty percent of strokes fall into the 

category of ischemic strokes, with the remaining belonging 

to hemorrhagic strokes [5]. The advancement of AI, 

particularly deep learning applications, holds promise in 

revolutionizing the identification and understanding of 

ischemic strokes, potentially leading to more effective 
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diagnostic and therapeutic strategies. 

The identification and assessment of infarcted brain tissue 

play a crucial role in the effective management of acute 

ischemic strokes. Patients with extensive infarction at the 

baseline may not benefit significantly from thrombectomy or 

thrombolysis procedures [2]. Non-contrast-enhanced CT 

scans are widely employed for evaluating the extent of 

localized necrosis in patients with acute strokes. The Alberta 

Strokes Program Early CT Scores offer a semiquantitative 

method for assessing the degree of localized necrosis in non-

contrast-enhanced CT images [6]. However, utilizing this 

approach requires a certain level of expertise, which may not 

be readily available in smaller hospitals or during non-

standard hours [7]. 

In this research work, the focus is on MR image processing 

to facilitate the detection, segmentation, and classification of 

white matter hyperintensities (WMHs). Advanced 

mechanisms, particularly artificial intelligence (AI), are 

employed to enhance the efficiency of these tasks. By 

leveraging AI, the goal is to automate and improve the 

accuracy of identifying and categorizing WMHs, providing a 

more accessible and efficient solution for medical 

professionals. 

The continuous advancements in MRI techniques have 

positioned MRI as a promising tool for elucidating brain 

structure and function. Over time, brain MR image 

resolution has significantly improved since the introduction 

of the initial MR imaging technology [8]. This progress has 

enabled the examination of physical structures in the brain, 

visual assessment of cranial nerves, and the investigation of 

abnormalities in the posterior fossa and spinal cord. 

Moreover, MRI presents benefits compared to CT, 

demonstrating reduced susceptibility to image artifacts. 

Analysis of MR slices proves valuable across diverse 

applications, encompassing lesion detection and 

segmentation, tissue delineation, and other diagnostic 

pursuits [9]. The integration of AI in MR image processing 

holds promise for streamlining and improving ischemic 

stroke assessments, thereby facilitating more precise and 

timely diagnoses. 

According to researchers [10], the etiology of White Matter 

Hyperintensities (WMHs) is often attributed to either a 

demyelinating or ischemic nature due to the lack of 

pathological investigations. When WMHs are influenced by a 

vascular obstruction, they are categorized as ischemic. On 

the other hand, if there is inflammation leading to the 

destruction and loss of the myelin layer, compromising neural 

transmissions [11], the WMH is considered demyelinating. 

Such demyelinating WMHs are frequently associated with 

conditions like multiple sclerosis. 

Ischemic WMHs typically result from a reduction or 

blockage in blood flow, leading to insufficient oxygen and 

nutrient supply to the affected white matter areas in the brain. 

This ischemic insult can result from conditions such as small 

vessel disease, atherosclerosis, or other vascular 

abnormalities. The identification and understanding of the 

underlying cause of WMHs are essential for effective 

diagnosis and treatment planning. 

WMHs characterized by demyelination, inflammation, and 

myelin loss are frequently linked to autoimmune conditions 

such as multiple sclerosis. In multiple sclerosis, the immune 

system erroneously targets the protective myelin sheath 

enveloping nerve fibers, resulting in communication issues 

between the brain and the body. The demyelination process 

may present as hyperintensities in MR images, offering 

valuable insights into the progression of the disease. 

It's important for healthcare professionals to distinguish 

between ischemic and demyelinating WMHs, as the 

underlying cause can guide appropriate treatment strategies 

and interventions. Advanced techniques, including artificial 

intelligence-based image processing, are increasingly being 

utilized to improve precision and effectiveness of 

identifying and classifying WMHs in neuroimaging studies. 

 

 

 
Fig.1: Considered diseases for research 
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II. Related Works 

A stroke occurs when the blood flow to a specific area of the 

brain is disrupted. According to the Bamford clinical 

classification system, there are three types of ischemic 

strokes [12]: (i) In this type, the anterior cerebral regions of 

the brain are affected. This can lead to various neurological 

symptoms and impairments depending on the specific 

location and extent of the ischemia. (ii) Lacunar strokes 

involve occlusions in vessels that supply blood to deep areas 

within the brain. These strokes can result in small, localized 

infarctions and are associated with specific clinical 

manifestations. (iii) In this category, large and severe strokes 

affect the anterior cerebral regions due to extensive 

ischemia. Total anterior circulation strokes can have a 

significant impact on brain function and may lead to severe 

neurological deficits [13]. Ischemic strokes are a common 

cerebrovascular disease [14] and a leading cause of death 

and disability, particularly in lower-income countries [15]. 

In more developed nations, approximately 75% of strokes 

are attributed to brain ischemia, where inadequate blood 

supply leads to damage in brain tissue. The remaining 15% of 

strokes are categorized as hemorrhagic strokes, where 

bleeding occurs within the brain [16]. 

The identification, detection, classification, and analysis of 

strokes heavily rely on medical imaging techniques such as 

CT scans and MRIs [17]. MRI enables the detection of 

smaller infarcts and provides a more accurate analysis of 

stroke lesions in both shallow and deep areas of the brain. 

This 

heightened precision is because stroke areas are more 

clearly visible and delineated in MR slices compared to CT 

scans. The accurate delineation of the affected area is crucial 

for correct diagnosis, as strokes can be misinterpreted as 

other medical issues. 

For identifying neurological disorders, including strokes and 

demyelinating diseases, manual segmentation and 

characterization of abnormal brain tissue are considered the 

gold standard for lesion recognition. However, this method 

is exceptionally tedious, relies on expert experience, and has 

its limitations. To address these challenges, automated 

detection of neurological issues becomes essential. Despite 

being a complex task due to data variability, such as the 

shape and location of ischemic stroke injuries, automated 

methods are crucial to handle the diversity in symptoms, 

affected sites, and patient differences [18]. 

The past few years have been an important time for research 

in the field of Artificial Intelligence (AI) and Deep Learning 

(DL) with a particular focus on automated or semi-

automated tools, algorithms and methods for the detection of 

brain lesions such as tumors, strokes, gliomas, and etc 

[19][20][21]. A great deal of research indicates that deep 

learning algorithms can help with different clinical tasks that 

involve image restoration, segmentation, pattern 

identification, diagnosis, and disease classification [22, 23]. 

In any case, it is a lot of hard work to develop a solid 

technique for the receivers to get an outcome as good as 

those of experts. 

Table 1, list of terms and abbreviations related to articles on 

the management of ischemic stroke. These terms involve 

various strategies, procedures, and techniques used in the 

context of medical imaging and computer-assisted 

interventions. some of the key terms: Strategies and 

Procedures: SVM: Support Vector Machines, RF: Random 

Forest [24], WS: Watershed (segmentation technique) [25], 

DL: Deep Learning, CNNs: Convolutional Neural Networks 

[26][27], RF-SVM: Fusion of Random Forest and Support 

Vector Machines [28], RF-CNN: Fusion of Random Forest 

and Convolutional Neural Networks [29]. Imaging 

Techniques: DWI: The Diffusion-Weighted Imaging of 

MRI, PWI: The Perfusion-Weighted Imaging of MRI, 

FLAIR: The Fluid Attenuated Inversion Recovery of MRI. 

Segmentation and Evaluation Metrics: BRATS: Brain 

Tumor Image Segmentation, ISLES: Ischemic Stroke Lesion 

Segmentations, DSC: Dice Score Coefficients (an evaluation 

metric for proper segmentation), HD: Hausdorff Distance (a 

measure of the distance between two sets), ASSD: Average 

Symmetric Surface Distances. Other Terms: SPES: Stroke 

Perfusion Estimations, MICCAI: Medical Images 

Computing and Computer-Assisted Interventions, ANN: 

Artificial Neural Networks, RDF: Random Decision Forest, 

MUSCLE Net: Multi-Scale Convolutional Label 

Evaluations, EDD Net: Ensemble of Two Decon Nets. 

CNN has achieved remarkable outcomes in computer vision. 

This aligns with the broader trend of CNN being highly 

effective in tasks such as image recognition, segmentation, 

and classification. CNN- dependent strategies have proven 

to be effective in segmenting ischemic stroke lesions on 

MRIs [35][36]. This involves pouring over countless fully 

annotated areas where stroke injuries have been 

meticulously labeled on a pixel-by-pixel basis. 

Demonstration in Figure 2 gives a few instances CNN- 

dependent strategies bring to the segmentation of ischemic 

stroke lesions. CNN, with their ability to learn hierarchical 

features from data, has shown substantial potential in 

handling complex tasks in medical image analysis. CNN 

typically has a large number of parameters (weights and 

biases), making them powerful but also resource-intensive. 

Additionally, the success of CNN-based strategies relies on 

having access to extensive datasets with fully annotated 

regions for training. The strategies based on CNN require 

significant amounts of fully annotated data to train the 

model effectively. 
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Table 1. Survey on central concepts in research, types of images utilized, and methodologies employed. 

Disease Type of Images/ Dataset Methodology Metrics/ Observation 

Brain injuries; Ischemic 

stroke; Brain Tumours 

[30] 

BRATS 2015; MRI; 

ISLES 2015 

CNN; 

11-layerdeep; 3D; 

ISLES 2015 

DSC: 66; Precisions: 77; 

ASSD: 5.00; Sensitivity: 63; 

Haussdorfs:55.93 

BRATS 2015 

Precision: 85.3; 

DSC: 84.9; 

Sensitivity: 87.7 

Ischemic strokes [29] MR_DWI_PWI RF_CNN Comparisons of algorithms built in 

Challenge ISLES 2015. 

Ischemic strokes [18] MRI: 40 patients Generalized linear Models 

CNN, RDF 

HD (mm): 15.79 

DSC [0, 1]: 0.80 

ASSD (mm):2.03 Rec. [0, 1]: 

0.911 

Prec. [0, 1]: 0.73 

Ischemic stroke [26] MRDWI- 741 

Private subjects 

EDD Net CNN MUSCLE 

Decon Nets: Net 

Lesion detection rate: 0.94 

DSC: 0.67 

Ischemic strokes [31] ISLES2015 

MRI-FLAIR-DWI 

Optimization of social 

gathering 

moderated entropy of 

Fuzzy-Tsallis 

DC: 88.54% 

Precisions: 98.11% 

Specificity: 78.05% 

Accuracy: 91.17% 

Sensitivity: 99.65% 

Ischemic strokes [27] MRDWI-242 

Private areas: Testing (90), 

Training (90), 

Validations (62) Extra 

datasets: ISLES2015 

CNN-3D Precision Lesionwise:92.67% F1 

score Lesion wise: 89.25% DSC: 

79.13% 

Ischemic strokes [29] MR-DWIPWIISLES 2016–

2017 

RF-CNN Comparisons of methods built in 

Challenge ISLES 

2016–2017. 

Ischemic strokes [32] MRI-222 patients deep CNN AUC = 0.88 ± 0.12 

Brain lesions: Brain 

tumour Ischemic stroke 

[33] 

SPES belong to MICCAI - 

ISLES: 30 

trainings,20 challenges 

MRI-multimodalities 

BRATS 2013: 

Trainings (30), 

Leader board (25), 

Challenges (10) 

Restriction based 

Boltzmann Device for 

unsupervised dependent 

features learning, and RF 

classifiers 

SPES 

Dice scores: 0.75 ± 0.14 

BRATS 2013 

Dice scores: 0.81 ASSD: 

2.43 ± 1.93 

Ischemic strokes [34] MRI_DWI: 12 

subjects 

ANN Prediction correlation Map (r = 

0.80, p < 0.0001) 

 

III. Datasets of Brain images and Analysis 

The primary goal is to evaluate the performance of the 

developed stroke detection system. This involves assessing 

its accuracy and effectiveness in distinguishing between 

normal and diseased brains. Due to the limited availability 

and ethical considerations of clinical images, you've opted to 

use benchmark datasets for evaluation purposes. Benchmark 

datasets often provide standardized and well-annotated 
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images that can be used for testing and comparing 

algorithms. MRI is a common and powerful imaging 

modality used in medical diagnostics, providing detailed 

images of the internal structures of the brain. The 

implementation of the detection mechanism involves using 

3D images. 3D images provide a volumetric representation, 

allowing for a more comprehensive analysis of the brain 

structures. This can enhance the system's ability to detect 

strokes accurately. The flexibility in choosing modalities for 

image registration is highlighted. This includes the selection 

of different MRI modalities such as Diffused Weight, Flair, 

and T1. Image registration is a critical step in aligning 

images for accurate comparison and analysis. For each 

modality, you've considered 500 training images and 200 

testing images. The dataset images in Figure 2 the sample 

brain images allows for training the system on a substantial 

dataset and evaluating its performance on a separate set of 

images seen during training. 

 

 

 
Fig. 2: Brain images utilized in the work 

 

All images of lesion describe the process of precisely 

labeling lesion images by experienced brain specialists. 

Their expertise ensures accurate identification and 

annotation of lesions within the medical images. Labeling 

tools are software applications designed for marking specific 

objects or regions of interest within images. The annotation 

process involves defining bounding boxes around the 

identified lesions. Information related to the lesions are 

saved in an XML file. The XML file not only includes basic 

image information like channels, width, and height but also 

contains crucial details about the labeled lesions. This 

includes information about lesion categories, specifying the 

type or nature of the lesion, and the coordinates of the 

bounding boxes, providing precise spatial information. 

The methodology and analysis conducted on the dataset 

containing medical reports and images related to ischemic 
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strokes. The dataset is constructed by randomly selecting 

reports and images from ischemic stroke medical data. This 

approach aims to ensure the dataset objectively reflects the 

comprehensive characteristics of ischemic strokes. Before 

utilization in research activities, both imaging images and 

reports  

 

undergo anonymization. Anonymization is a crucial step to 

protect patient privacy and adhere to ethical considerations. 

The collected MRI data and reports undergo statistical 

analysis and visualization using Excel. This step is essential 

for exploring and understanding the inherent therapeutic 

information about ischemic strokes present in the dataset. 

The process of data analysis is segmented based on 

statistical and tabular approaches. This segmentation helps 

organize and structure the data, making it easier for storage, 

retrieval, and further exploration. Five aspects are considered 

in the analysis of clinical reports and MRI images. These 

aspects include age, gender, lesion shape, location of lesion, 

and possible diseases. The tabular approach is used for 

analysis, implying that data is organized into tables for 

systematic examination. This can facilitate easier queries and 

insights into the relationships and patterns present in the 

dataset. Based on the collected data, the gender proportion 

analysis reveals that the ratio of male to female patients is 

approximately 55:45. This suggests that, according to the 

dataset, males are more likely to suffer from ischemic stroke 

than females. 

The average age of the 500 patients is reported as 65.8 years, 

with a minimum age of 20 and a maximum age of 84. This 

provides a snapshot of the overall age range in the dataset. 

The quantity of instances in various age groups is 

determined. Specifically, in Figure 3 it is mentioned that 

around 85% of the patients are aged above 50. This statistic is 

crucial for understanding the age distribution and identifying 

the predominant age range affected by ischemic strokes. The 

statement suggests that age sections between 50 and 80 may 

be considered a risk zone, indicating that individuals within 

this age range are more likely to be affected by ischemic 

strokes. This observation aligns with the general 

understanding that stroke risk tends to increase with age. 

The analysis of medical diagnosis data related to ischemic 

stroke patients. Outcome is displayed through Figure 4. The 

dataset primarily focuses on ischemic strokes, and the 

analysis concludes that 100% of the cases result in cerebral 

necrosis. This aligns with the nature of the dataset, 

emphasizing the prevalence of ischemic strokes. The second 

most common condition among stroke patients is senile 

degeneration of the cerebrum, accounting for 79% of cases. 

Senile degeneration refers to the gradual deterioration of 

brain tissue, and it is noted as a prevalent chronic condition, 

particularly in middle and older ages. Cerebral atrophy, a 

form of weak degeneration of the cerebrum, is identified as 

the third most common condition. This degenerative change 

in the brain is noted as a common chronic illness in middle 

and older ages. Sinusitis, a chronic inflammation of the 

sinuses, is identified as the third most common condition. 

Out of 500 stroke patients, 310 patients possess sinusitis, 

affecting 62% of the stroke patients in the dataset. This high 

prevalence suggests a notable association between sinusitis 

and ischemic strokes.  

 

 

 
Fig. 3: Cases categorized by age groups. 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 10s 

Article Received: 25 June 2023 Revised: 12 July 2023 Accepted: 30 August 2023 
___________________________________________________________________________________________________________________ 
 

 

    749 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

 
Fig. 4: Most common diseases of stroke patients 

 

 

The analysis focuses on dissecting the vocabulary used in 

MRI descriptions, specifically in the context of findings 

related to lesion locations in stroke patients. The emphasis is 

on identifying high-frequency areas or locations where 

lesions are commonly found in stroke patients. This 

information is crucial for understanding the patterns and 

prevalence of lesions in different brain regions. The analysis 

likely considers not only the location but also the state or 

characteristics of the lesions. This could include factors such 

as lesion size, shape, and other relevant features. The results 

of this data analysis are expected to have implications for 

the reliability of predicting, diagnosing, and treating 

ischemic stroke. as displayed in Figure 5. 

 

 

 
Fig. 5: Statistics of Pathological Area distributions 

 

Figure 5 shows several brain regions among which frontal 

lobe, basal ganglia, pons, radiation crown, temporal lobe, 

parietal lobe, occipital lobe, thalamus, and cerebellar 

hemispheres can be seen. The analysis indicates that the basal 

Pathological area distribution 
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15 

Cerebellum 20 
35 

Temporal lobe 40 
47 

Occipital lobe 55 
65 
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78 

Basal ganglia 105 
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ganglia had the largest number of injuries, with 105 cases, 

followed by the frontal lobe with 78 cases. The radiation 

crown had 70 instances of injuries. A higher number of 

injuries in a specific brain region may correlate with a 

higher risk. This perspective is important for understanding 

the severity  

 

and potential impact of lesions in different areas. Following 

the analysis, four areas – the frontal lobe, basal ganglia, 

pons, radiation crown, temporal lobe, and parietal lobe, and 

the occipital lobe – are identified as the most common sites 

of cerebral necrosis. Thalami and other hemispheric parts 

are also noted as regions that have the opportunity for 

strokes. Fig 6 exhibits the regions of brain that are in 

common among the individuals with higher incidence. 

 

 

 
Fig. 6: Regions exhibiting a higher frequency of lesions. 

 

Lesion shape is identified as the 5th index in the analysis, 

suggesting that the shape of the injury region is  

considered when assessing stroke-related data. It is noted 

that approximately half of the total lesions have sketchy 

records. This may indicate a level of subjectivity in the shape 

descriptions provided by radiologists. The  

 

 

shape of the injury region, being influenced by radiologists' 

subjective factors, can lead to different shape descriptions for 

similar lesions. This subjectivity introduces variability in the 

assessment and documentation of lesion shapes. 

 

 

 
Fig. 7: Facts based on Lesion Shapes 
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IV. Methodological approach  

Various schemes are discussed in literature to detect 

ischemic stroke lesions in brain MRI datasets with improved 

accuracy. The proposed methodology involves several 

phases illustrated in Figure 8. (a) Identifying and delineating 

the boundaries of stroke lesions in the brain. (b) Extracting 

relevant features from the segmented lesions. (c) Utilizing a 

deep learning framework to extract intricate features from 

the data. (d) Employing a classification mechanism to 

categorize the lesions. SSD-based segmentations and 

classifications are employed as part of the proposed 

technique. SSD is a type of object detection algorithm, and 

its application in this context aims to enhance the accuracy 

of lesion detection. The deep learning framework is designed 

to handle multiple tasks, including feature extraction and 

classification. This involves leveraging the capabilities of 

neural networks to automatically learn and represent 

complex patterns within the data. The outlined phases, from 

segmentation to classification, represent a  

 

comprehensive workflow for analyzing brain MRI datasets 

and identifying ischemic stroke lesions. 

 

Segmentation is carried out using the VGG-SegNet system, 

which is composed of the encoder and decoder SDD 

components in the pipeline. "SoftMax layer" is the last layer 

of the VGG16 architecture. The encoding and decoding 

processes involve features as the images are extracted and 

reconstructed, respectively. The encoding layer of the 

network provides deep features that are reduced in 

dimensionality using fully connected layers. Next, the 

classification process is refined by integrating the combined 

features that have been assessed through the deep learning 

classification with deep features. The features incorporated 

in this method include Local Binary Patterns (LBP) and 

Grey-level Co-occurrence Matrix (GLCM), which are 

combined with the existing features to enhance the classifier 

performance. 

 
Fig. 8: Proposed Architecture of Faster R-CNN 

In this study, we utilize three state-of-the-art object 

detection networks—SSD (Single Shot Detector), R-CNN 

(Region-based Convolutional Neural Network), and 

YOLOv3 (You Only Look Once)—to automatically identify 

lesions associated with ischemic stroke within collected 

datasets. The R-CNN approach incorporates either VGG16 

or ResNet101 for feature extraction, resulting in the 

evaluation of a total of four distinct object detection 

networks.  

The R-CNN method follows a two-stage design for lesion 

detection. Initially, the Region Proposal Network (RPN) 

generates Regions of Interest (ROIs), which then undergo 

classification and regression. Leveraging pre-trained 

weights from VGG16 or ResNet101 models trained on 

ImageNet for feature extraction initialization enhances the 

overall effectiveness of the detection process. This 

comprehensive approach aims to improve lesion detection 

accuracy and efficiency in ischemic stroke diagnosis. 

The YOLOv3 is employed for object detection, utilizing 

direct regression to determine object locations through a one-

stage network. The network architecture is based on 

DarkNet-53, drawing on the residual concept of ResNet to 

facilitate smoother convergence. Unlike traditional 

approaches, YOLOv3 utilizes multi-layered feature maps 

without pooling layers, enhancing the efficiency of the 

model. We opted for Tiny-Darknet to ensure efficient object 

detection. YOLOv3 incorporates multiscale predictions like 

Feature Pyramid Networks (FPN), replacing SoftMax 

operations with strategic functions to handle prediction 

scores for classifications. The strategic classifiers operate 

independently of each other, enabling the model to achieve 

multicategory predictions efficiently. 

In alignment with the principles of R-CNN and YOLOv3, 

SSD adopts a single-stage network for region generation and 

leverages information from multi-faceted features. The 

algorithm utilizes VGG-SegNet for feature extraction, 

incorporating several convolutional layers and a 3x3 

convolution kernel to predict features at different depths and 

sizes for categorization. The regression values for 

preselection boxes are computed, and the outcome is 

determined through network loss. A key distinction of SSD 

from YOLOv3 lies in the prediction process. In SSD, 

features are predicted independently from shallow to deep 

layers without deep fusions. This characteristic differentiates 

SSD's approach to feature extraction and enhances its 

capacity for efficient object detection. 

In the field of medical research, image-based feature 

classification is generally accepted as the backbone of 

designing precision diagnostic tests, as the quality of the test 

results is directly proportional to the image features utilized. 

In our experiment, we deploy deep features through pre-

trained mechanisms, for example, SSD, ResNet101, 
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SoftMax for classifications. Deep features we can extract in 

the encoding stage are used to reduce the number of features 

by means of fully connected layers in our proposed 

framework. Among the features are handcrafted features, 

which include Local Binary Patterns (LBP) [40][41] and 

Gray-Level Co- occurrence Matrix (GLCM) [42][43][44]. 

GLCM has demonstrated its own top performance for sure, 

so it becomes very important. The dimensionality of the 

feature vector is optimalized by a concatenation of features, 

where both deep and handcraft features are joined at their 

ends. Finally, the concatenated vector is used for training, 

testing, and cross-validation of the classifiers` performance. 

This methodology is aimed at taking advantage of the strong 

points of both the deep and handcrafted features to ensure 

that the classifier utilizes both of them in the medical image-

based applications. 

The second stage of the evaluation process is circumscribed 

by the type of images the category of classifiers is intended 

to classify. The proposed work utilizes binary classification 

that distinguishes several modalities of brain images as 

normal or stroked. 

SoftMax begins as the default classifier for the task at hand: 

classification. The process after that consists of distinct 

classifiers consisting of Decision Tree (DT), Support Vector 

machines (SVM), K-nearest neighbours (KNN), and 

Random Forest (RF). We carry out specific evaluation of 

each classifier using the classifier's success rate as a 

benchmark. The classifiers' outputs are closely inspected, 

and the best classifier is identified as the result to prove the 

framework's overall performance. 

Evaluation of the proposed research is done relying on 

values obtained from the metrics computed from the PT, 

NT, PF and NF. These values are then used in such metrics 

that are composed of Accuracy, Sensitivity, Precision, F1-

score as well as Negative Predictions Values (NPV) 

[25][26][27]. This equation to calculate these is 

mathematically given as: 

 

 
 

V. Results Analysis and Discussions 

The experimental section presents the examination about the 

outcomes of the application of standard machines and 

MATLAB where the automated lesion detection takes place 

using the object identification networks of three classes. The 

dataset is split into the training and testing sets, having 500 

images and 200 images accordingly. In the case of Table 2 

the results are quantized and presented. 

 

The data suggests that the exactness of lesion detection, 

which was realized by VGG16, ResNet101, and YOLOv3 

networks is comparatively lower than SSD, but it performs 

better. It follows that the capacities and flexibility of the 

SSD in detecting such diverse kinds of lesions is superior to 

those of conventional radiology. The fact that the SSD 

network can handle all the different types of lesions means 

that it is a more suitable choice for automated lesion 

detection than are other networks discussed. 

 

The major intent of the work is designing a deep learning 

system that is specifically for the segmentation and 

classification of MRI images and mainly aimed at the 

detection of ischemic strokes. The evaluation of the  

 

proposed framework is done separately for the modalities 

namely Diffuse weight, Flair, and T1 test images, 

respectively. The process evaluation involves LBPs (Local 

Binary Patterns) and GLCM (Gray-Level Co-occurrence 

Matrix) features extraction from the specific weight test 

pictures. 

 

Figure 9 is composed of 9(a), 9(b), and 9(c) that respectively 

presents testing image samples and the corresponding LBP 

patterns for all three modalities 9(a), 9(b), and 9(c) while 

9(d), 9(e), and 9(f) display the LBP patterns for Diffuse 

Weight, Flair, and T1 modal. 

 

For testing samples, afterwards, we will classify each of 

them individually by applying the Deep Learning 

techniques. This refers to the process of leveraging the 

tooled features to classify or tag the images, which is mostly 

determined by the presence or absence of ischemic stroke 

signs. The implementation of deep learning methods for the 
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segmentation phase of the framework guarantees accuracy 

and improves overall effectiveness as the artificial 

intelligence will detect and classify ischemic strokes in MRI 

images regardless of the modality. 

 

 

 
Fig. 9: Examining image samples and patterns of Local Binary Patterns for Diffused Weight, Flair, and T1 modalities. 

 

The experimentation results are presented in Table 2, 

showcasing computed metric values for various schemes 

applied to different MRI modalities. Deep features are 

employed using the SoftMax classifier, revealing that the 

Diffused Weight and Flair modalities outperform the T1 

modality. Figure 10 provides a graphical analysis of the 

results, from 10-a to 10-e illustrating the analysis of 

accuracy, sensitivity, precision, F1-score, and NPV for the 

proposed framework with deep features and SoftMax across 

diffused weight, flair, and T1 modalities. 

The analysis shows the advantage of superb accuracy and 

quality of metric value of SSD over other deep learning 

architectures. The final step of the SSD test  

 

 

procedure is to replace the SoftMax classifier with SVM, 

KNN, DT and RF classifiers as shown in Table 3 and in Fig. 

11. Parts 11-a to 11-e focus on the analysis of accuracy, 

sensitivity, precision, F1-score, and NPV which are the 

measures used for the proposed model with 3 MRI 

modalities: diffused weight, flair, and T1. The tests showed 

that deep features with the KNN approach give more 

accurate results than any classification techniques. The 

experiment is extended with the aim of exploring the 

potential improvements in the ischemic stroke detection and 

classification in MRI images by combining both deep learnt 

features and handcrafted ones. 

 

Table 2: Assessment of outcomes using deep features in conjunction with SoftMax. 

Network 

Schemes 

MRI 

Modalities 

PT NF NT PF Accuracy Sensitivity Precision F1- 

Score 

NPV 

R-CNN 

_VGG16 

Diffused Weight 179 21 273 27 90.40 89.50 86.89 88.40 92.86 

Flair 175 25 275 25 90.00 87.50 87.50 87.50 91.67 

T1 145 55 239 61 76.80 72.50 70.39 71.43 81.29 

YOLOv3 Diffused Weight 166 34 276 24 88.40 83.00 87.37 85.13 89.03 

Flair 172 28 270 30 88.40 86.00 85.15 85.57 90.60 

T1 158 42 243 57 80.20 79.00 73.49 76.14 85.26 

SDD Diffused Weight 177 23 279 31 91.20 88.50 85.10 86.76 92.38 

Flair 172 28 282 22 90.80 86.00 88.66 87.31 90.97 

T1 142 58 262 51 80.80 71.00 73.58 72.26 81.88 

R-CNN 

_ResNet101 

Diffused Weight 160 40 281 19 88.20 80.00 89.39 84.43 87.53 

Flair 172 28 279 21 90.20 86.00 89.12 87.53 90.88 

T1 135 65 260 40 79.00 62.50 77.14 72.00 80.00 
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                                         Fig. 10: Visual representation of findings with “deep features” and “SoftMax” 

Table 3: Analysis of the performance of the proposed Software Design Document (SDD) using different classification techniques. 

Network 

Schemes 

MRI 

Modalities 

PT NF NT PF Accuracy Sensitivity Precision F1- 

Score 

NPV 

SVM Diffused Weight 195 05 279 21 94.80 97.50 90.28 93.75 98.24 

Flair 184 16 291 09 95.00 92.00 95.34 93.64 94.79 

T1 146 54 281 19 85.40 73.00 88.48 80.00 83.88 

KNN Diffused Weight 192 08 291 09 96.60 96.00 95.52 95.76 97.32 

Flair 196 04 292 08 97.60 98.00 96.08 97.03 98.65 

T1 160 40 271 29 86.20 80.00 84.66 82.26 87.14 

Random Forest Diffused Weight 192 08 275 25 93.40 96.00 88.48 92.09 97.17 

Flair 189 21 276 24 93.00 94.50 88.73 89.36 92.93 

T1 161 39 267 33 85.60 80.50 82.99 81.73 87.25 

Decision Tree Diffused Weight 185 15 283 17 93.60 92.50 91.58 92.04 94.97 
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Flair 191 09 280 20 94.20 95.50 90.52 92.94 96.89 

T1 167 33 261 39 85.60 83.50 81.07 82.27 88.78 

 

Table 4: Analysis of classifiers applied to the proposed Software Design Document using concatenated features. 

Network 

Schemes 

MRI 

Modalities 

PT NF NT PF Accuracy Sensitivity Precision F1- 

Score 

NPV 

SVM Diffused Weight 196 04 297 03 98.60 98.00 98.49 98.25 98.67 

Flair 197 03 291 09 97.60 98.50 95.63 97.04 98.97 

T1 184 16 288 12 94.40 92.00 93.88 92.93 94.74 

KNN Diffused Weight 188 12 288 12 95.20 94.00 94.00 94.00 96.00 

Flair 192 08 292 08 96.80 96.00 96.00 96.00 97.33 

T1 172 28 278 22 90.00 86.00 88.66 87.31 90.85 

Random Forest Diffused Weight 191 09 279 21 94.00 95.50 90.09 92.72 96.88 

Flair 192 08 276 24 93.60 96.00 88.89 92.31 97.18 

T1 169 31 275 25 88.80 84.50 87.11 85.79 89.87 

Decision Tree Diffused Weight 194 06 283 17 94.40 97.00 91.94 94.40 97.92 

Flair 193 07 286 14 95.80 96.50 93.24 94.84 97.61 

T1 167 33 264 34 86.20 83.50 83.08 83.29 88.89 

 

 

 

 
Fig. 11: Analysis of the results of the Software Design Document (SDD) employing different classifiers. 
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Fig. 12: Analysis of the results from Software Design Document (SDD) utilizing different classifiers with concatenated features. 

 

The experimental results, employing concatenated features, 

are outlined in Table 4. Evaluation metrics highlight the 

superior performance of the Diffused Weight image set, 

affirming that SVM-based classification outperforms the 

other three techniques employed in the experiments. Figure 

12 offers a 

visual analysis, where sub-figures 12-a to 12-e depict the 

assessment of accuracy, sensitivity, precision, F1-score, and 

NPV for the proposed framework, utilizing classifiers with 

concatenated features across MRI modalities Diffused 

Weight, Flair, and T1. 

 

Comparisons with existing methodologies: In Table 5 

outlines the performance of the proposed framework across 

Diffused Weight, Flair, and T1 modalities in MRI, 

showcasing superior accuracy values when tested with 

different classifiers. To offer context and validate the 

efficacy of the proposed framework, a comparative analysis 

is conducted with the works of fellow researchers. The table 

juxtaposes the highest performance attained by the proposed 

framework with accuracy data collected from other 

researchers in the field. This comparison is presented in 

tabular form within Table 5. 
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Moreover, Figure 13 presents a visual analysis of the 

outcomes. The sub-figures in Figure 13 juxtapose the 

efficacy of the proposed framework with that of previous 

studies concerning Diffused Weight, Flair, and T1 MRI 

modalities. The graphical depiction of the inquiry 

demonstrates that the proposed framework surpasses 

existing works, demonstrating notably superior performance 

in terms of accuracy. This comparative assessment 

accentuates the progress and contributions of the proposed 

framework in the field of MRI image analysis, specifically in 

the context of detecting and classifying ischemic strokes. 

Table 4: Comparing existing works with framework 

proposed. 

 

Methodology Accuracy attained 

Anbumozhi [11] 98.8% 

Subudhi et al. [30] 93.4% 

Melingi [49] 97.8% 

Qiu [2] 95% 

Proposed Framework (Diffused Weight) 98.60% 

Venkatesan [50] 98.17% 

Nazari-Farsani et al. [17] 73% 

Proposed Framework (T1) 94.40% 

Kumar [48] 98.14% 

Proposed Framework (Flair) 97.60% 

 

 
Fig. 13: Comparison between the proposed framework and current methodologies 

 

VI. Conclusion 

The proposed framework initially utilized the SSD 

technique and executed VGG-SegNet mining, achieving 

promising results across different modalities of MRI such as 

Diffused Weight, Flair, and T1.  

 

Subsequently, classification operations were applied, 

considering a few deep learning mechanisms. The results of 

SSD demonstrated superior performance compared to other 

techniques in the context of the tasks. The SSD performance 

was further validated using deep and concatenated features, 

employing SVM, KNN, RF, and DT schemes. The 

outcomes confirmed that KNN achieved an accuracy of 

classification of 97.60% for deep features, while SVM 

recorded the maximum accuracy of classification at 98.60% 

for concatenated features. This validation showcases the 

effectiveness of the SSD technique in combination with 

various classification schemes for accurate detection and 

classification of ischemic strokes in MRI images. 

In future research works, the proposed framework aims to 

explore a greater number of network schemes and incorporate 

various deep learning mechanisms. This expansion could 

Comparison between the proposed framework and existing methods 

Proposed Framework (T1) 

Proposed Framework (Flair) 

Proposed Framework (Diffused Weight) 
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lead to further advancements and improvements in the 

framework's capability to handle a diverse range of MRI 

modalities and enhance its performance in detecting and 

classifying medical conditions, such as ischemic strokes. 
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