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Abstract 
Addressing the multidimensional nature of Artificial Intelligence assurance, this thorough survey is dedicated to elaborating on 
various aspects of ensuring the reliability and safety of computerized systems. It steers through the turbulent seas of model enervates, 
unmodelled phenomena, and security menaces to give an elaborate lit review. The review touches upon the boisterous ways of 
addressing these intricate mitigation strategies for model errors used in the past, the challenges of under-specification with modern 
ML models, and how understanding uncertainty is crucial. In addition, it evaluates the AI system’s security basis, the emerging 
Adversary Machine Learning field, and its processes necessary for testing and evaluation of weaker adversarial case studies. The 
review of literature also looks upon the situation of DoD context, how the terrain surrounding developmental and operational testing 
is altering with all these shifts in culture that must be implemented if not to implement robust but secure AI implementation. 

 

 
Introduction 
The only issue of concern is the resilience of Artificial 
Intelligence (AI) systems and several challenges which 
include difficulty in model accuracy, tasks we are unable to 
model, and security threats. Correcting errors regarding the 
model, that is, imperfections, such as problems related to 
optimization mechanisms and criteria of regularization and 
inference algorithmics, is one of the areas addressed by 
contemporary literature. Despite the expectations, the under- 
specification problem has significant hindrances in modern 
machine learning, especially deep learning, facilitating 
hidden biases in prediction and leading to undesired failures 
once deployed. The review further gives special focus to 
calibrated uncertainty measures that are central in steering the 
accrued intricacies occasioned by the introduced dataset 
shifts. Security issues developing in AI systems are analyzed 
focusing on the proven software security formation, as well 
as the nascent adversarial machine learning domain. The 
literature review reveals how AI systems emerge as domain- 
level solutions that are embedded intrinsically in the defense 
function, thereby illustrating the developmental and 
operational testing landscape for the Department of Defense 
(DoD). 

Robustness of AI Components and Systems 
Robustness in AI systems represents a complex examination, 
interrogating the layers of mistakes arising from model errors 
and unmodeled states. This paper captures the current 
understanding of those challenges while highlighting the 
researcher’s significant detail given on the controversies 
proposed to be in place and gaps that require research. 

Addressing Model Errors 
Interestingly, there is a huge literature that stresses the need 
to consider model errors in considering steps to increase the 
automation resilience or AI system [1]. A vast range of 
techniques related to such eventually used include robust 
optimization, regularization, risk-sensitive objective 
functions, and robust inference algorithms that have shown 
much coverage. Although some of these approaches have 
shown effectiveness in controlled environments, a significant 
gap remains ever since even a few tools translate these 
theoretical breakthroughs into everyday effective 
implementation. 

Underspecification in Modern ML Systems 

As further discovered specification is becoming a massive 
hurdle in developing ML systems, more pronouncedly those 
that use deep learning, to achieve robustness. This 
phenomenon has been identified as under-specification due to 
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the algorithm's ability to solve optimization problems when 
training deep neural networks, resulting in various solutions 
with very similar average performance [2]. This is in line with 
the models that emerge owing to this phenomenon; such 
models harbor a hidden bias and underlined fault, thus 
making their eventual implementation filled with 
inconsistencies. Model selection in deep learning is the 

gaping hole of an explorable AI as described by many 
researchers who practice XAI (Figure 1). Lack of seeing the 
potential consequences of human actions that can be revealed 
through understanding model decisions has given significant 
room for blame and faults to enter advocacy and government 
policy making. The resulting xenophobia from such assumed 
complicity presents a social challenge if not addressed. 

 
 
 

 
 

 
 

Understanding Uncertainty in ML Models 

Figure 1. The concept of XAI [3]. 

frequent mentions throughout the literature. From items such 

Understanding and trusting ML model uncertainty means 
having a high level of finality to the structure of modern ML 
algorithms. The phenomenon, referred to as dataset shift and 
defined [1], consists of a distortion of the training data 
distribution due to changes made during the operational 
period. Calibration methods are noted in the literature as 
essential techniques that aid in setting uncertainty scores so 
that they accurately capture the likelihood of prediction 
accuracy. Effectively calibrated uncertainty measures allow 
the design, integration, and monitoring of policies to office 
prudence in the operation of AI systems. 

Challenges and Opportunities in Robust AI 
The roadblocks accompanying the development of Robust AI 
are opportunities to call to mind that they do not present 
obstacles but call for rapid attention. However, there are 
problems involving the determination of robustness criteria 
and testing strategies in the AI system life cycle despite 

as model evaluation, deployment, and continuous monitoring 
throughout operational stages, the literature illuminates these 
interim challenges that are critical [2], [4]. Three directions 
are identified as promising strategies including “building 
robustness in” through smart design and customization and 
utilizing algorithms with robustness features. And while the 
literature notes the need for additional study and coordinated 
unification of testing procedures. 

Tools and Practices for Measuring Robustness 
The reviewed literature stresses the need for creating 
methods, frameworks, and practices that would allow 
measuring AI component resiliency as well as system-level 
resiliency. The abovementioned individuals must use better 
tools, of which the following are recognized as necessarily 
proper for AI engineers, product managers, designers, 
software engineers, systems engineers, and operators. These 
tools serve as the centerpiece of activities in developing, 
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engineering, and running AI-embodied features with 
certainty as well as confidence. 

 
Security Challenges in Modern AI Systems 
However, one critical aspect that needs to be addressed while 
building AI systems in the modern technological landscape is 
security. This study provides an integrated look at the 
complex sophistication of the security risks in modern AI 
systems, specifically focusing on securing against intentional 
perversion and involuntary failure. 

Foundations in Software Security 
AI is a system of amalgamation of some software and data 
being part of the bigger world namely, it comes under systems 
included in the roofs designated to software cyber-physical 
systems. In consideration of this, AI engineers should resort 
to previously known information and best practices 
originating from software security domains. The following 
measures are innovative to fill this gap: integrating MITRE’s 
ATT&CK (Figure 2) framework for securing ML systems in 
production and building on prioritized security features 
focused on AI. 

 
 
 

 
 

Figure 2. ATT & CK Model relationships [5]. 
 

Adversarial Machine Learning: Taxonomy and Strategies 

Advances in modern ML algorithms, with notable ones being 
deep learning have unveiled contemporary attack routes 
hence the popularity of adversarial machine learning. 
Scientists who research in this field want to understand 
machine learning models and their underlying threats as well 
as ways by which we can protect them from being attacked 
[6], [7]. Taxonomy categorizes attacks into three areas: 
Learning something incorrect, performing an action of the 
wrong sort, and even revealing something that is correct but 
should unveiled, not made available nor exposed. 
Misrepresenting or corrupting operational data, attackers 
exploit models by providing malicious examples to take 

unexpected and unfavorable responses. Additionally, the 
attackers can take advantage of elements that allow them to 
target ML models deployed in production. 

Mitigation Strategies and Trade-offs 
Combating the adversarial AI involves embracing intricate 
coordinating principles as well as embedded compromises. 
As is the tact of such arm-lifting decision makers in this 
scenario, defenders – system builders and operators are 
required to make decisions as they find themselves between 
‘dirty’ or somewhat shady tradeoffs in information advantage 
afforded to attacker versus defender [8]–[10]. Interestingly, 
the latter study does not make an explicit connection to its 
critics but also clearly reveals the complicated tradeoff 
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between do right thing policy enforcement, learning, and 
disclosure. It is a common paradox that such models are 
created to “do the right things”; they may, however, 
eventually become more deserving of information unveiling. 

Research and Development Imperatives 
Since AI is becoming hostile, the surrounding area makes it 
continuously necessary to research and invent new ideas. The 
main areas of focus include accounting for the relations 
between several defense policies, taking the level of 
information availability by both attackers and defenders into 
consideration, as well as budget limitation management. 
Furthermore, there is a significant need for certain products 
that enable the builders of AI systems to understand what it 
need security-wise. 

Expanding Security Coordination and Red Teaming 
There are two major fields of opportunity for upgrading AI 
systems in terms of their security against developing threats. 
First, there is an indication to fully exploit the research 
findings of security vulnerability coordination as a way of 
accommodating AI technologies for connecting with new 
vulnerabilities. With AI increasingly being used in real-world 
systems, developing strategies to understand and resolve its 
inevitable peculiar security implications constitutes one of the 
most pressing issues [11], [12]. Red teaming presents a 
second area of benefit: improving red teaming capabilities is 
an effective approach. A traditional practical part of 
optimizing security in software systems, red teaming can be 
operationalized as an inspective tool to evaluate the aspects 
of the security panorama in AI-lion environments. 

 
Processes and Tools for Testing, Evaluating, and 
Analyzing AI Systems 
Considering the popularity of new trends such as AI systems 
development and deployment, consideration for robustness 
and security have been given a lot of attention. This detailed 
study covers crucial processes and tools that need to be 
performed for testing, verification, and other procedures for 
AI systems evaluation. Seen from an AI engineering point of 
view, this discussion highlights the need for dedicated tools, 
methods design patterns, and artificial intelligence standards 
that help the application projection of a full-scale solution 
responsible building and operation. 

AI Engineering Landscape 
For a full and accurate understanding of AI systems’ level of 
strength in robustness and security, one needs to look closely 
at the technical, algorithmic, as well as mathematical 
constructs upon which such interaction is structured. Though 
innovative instruments are not uncommon, the highly specific 

nature of AI systems and particularly ML applications 
requires an entirely different set of tools and processes. 
Different from conventional system software engineering, AI 
focuses on issues that are usually larger in their profile, less 
resolved but formulated rather vague with more inherent 
complexity of input and result spaces [3], [12], [13]. Although 
some traditional software engineering tools are useful in 
providing support, they fail in solving AI problems 
completely. This also shows that such tools are particularly 
required, and innovative ones developed for the slight 
difference of AI development. 

Challenges in Existing Testing Tools 
Traditional testing tools, mostly designed for conventional 
software development, often have limitations when used to 
test AI and ML algorithms. Large problem spaces, fuzzy 
objectives due to understandings of end states or emergent 
behavior in smart systems, and complex mapping of inputs to 
outputs, all require greater refinements to which traditional 
testing methods do not cater Sometimes, a clear gap is 
observable that leads to the development of completely new 
verticals. Responding to the nuances of the AI systems 
requires going beyond the ordinary and using tools fine-tuned 
for addressing nuances of AI development. 

Incorporation into Modern Software Development 
Seamlessly performing the operations necessitates AI system 
tools integrated into present-day software development 
processes. In parallel with traditional software engineering 
ideas, AI engineers need to have instruments such as those 
designed for software reverse engineer rings, static and 
dynamic code analysis, and fuzz testing [5], [8]. On the other 
hand, AI is unique in its methodological requirements which 
involve additional innovative approaches that can be oriented 
into making standard testing different in certain ways. The 
use of AI-specific tactics that are part of contemporary action 
trajectories enables coherent incorporation into the system 
compliance with the overall purpose of achieving soundness 
and security. 

Integration into DevOps and MLOps Pipelines 
For AI development and deployment, it is necessary to 
integrate AI tools into DevOps or Machine Learning 
Operations (MLOps) pipelines. It is this integration that 
makes the process easier and simpler - by enabling 
Continuous Integration and Continuous Delivery (CI/CD) 
(Figure 3) along the way. Integrating CM into the CI/CD 
framework requires the promotion of continuous monitoring 
and security enhancement. This ongoing monitoring ensures 
that the resilience and security of AI systems are dynamic 
measures and not a steady solution as it guides throughout the 
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system lifecycle [4], [7], [8]. One of the roles that Continuous 
Monitoring plays is to facilitate real-time assessment for 
consistent identification of potential weaknesses with 

necessary and incremental implementations such as controls, 
mitigations, model retraining even systems redesign based on 
the actual performance of the running systems. 

 

 
 

Figure 3. Relationship Between Continuous Integration, Delivery, And Deployment [14]. 
 

Foundations of Robust and Secure AI 

Apart from their inherent value, these properties support 
mission success and develop other similar characteristics like 
safety, availability, credibility, deliverability, and conformity. 
Strong and stable systems have a significant role in fulfilling 
policy dependencies such as privacy, equity, and morality. 
The highly volatile DoD necessitates a complete paradigm 
shift in the developmental test and evaluation (DT&E) and 
operational test and evaluation (OT&E) processes to 
incorporate AI within business-as-usual strategies. 

Evolution of DT&E and OT&E 
AI systems cannot be evaluated using traditional platforms, 
and the entire process of DoD’s acquisition must involve 
processes such as DT&E and OT&E. However, this evolution 
needs to involve careful deliberation on the generation of 
system testing requirements procurement of such and cost- 
related issues concerned with continuous monitoring [6], 
[10], [12]. AI was included in OT&E through the recent 
workshop that was organized by the University of Maryland’s 
ARLIS, where it exposed the needs and challenges it 
introduced to carry out this process. Interestingly, the 
workshop highlighted the gap between what can be right 
easily measured at measured and what materially influences 
operations. 

Pacing Test and Evaluation Practices with Technological 
Advances 
Under the evolution dynamics of modern technologies, there 
is a need for an agile and proactive test and evaluation 
community within the DoD. However, this covers an increase 
in the number of AI testers capable of handling all these 

complexities caused by leveraging activities involving AI 
systems and simulators [7], [13]. The cultural burden is 
associated with creating a belief in risk-taking across the 
entire set of stakeholders related to AI systems creation and 
implementation. The proselytizing and prototyping are 
ingredients fundamentally across domains, AI intelligibility 
makes a unique set of challenges as some information reasons 
about whether half-hooked onto a machine setting up the 
system testing early in program development stages. 

The Crucial Role of Rigorous Testing 
Despite the common belief that testing as an activity is slow, 
it is a process of finding defects and redundant features, 
especially late on during project management functions. Deep 
iterations of inquiry, learning, construction, and testing are 
fundamentally critical for the teams accountable for 
designing and developing AI systems. This method allows for 
pointing out inconsistencies in the information flow that 
structures the general program of actions within this system. 
The consistent assessment of the model's capability to hold 
up to unanticipated phenomena and tolerate attacks is 
crucially important. Also, its viability for decision-making is 
deemed necessary to ensure efficiency. 

Interdependence and Experimentation 
In any complicated structure, the comprehension of 
interlocking random elements is vital. Teams must steer by 
experimentation to ‘fingerprint’ such interdependencies, on 
the one hand, and devise contingent plans for unexpected 
behaviors caused by changes within systems. This throws 
light on the need for a non-linear perspective analysis that 
embodies the complex interdependencies within the AI 
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system [4], [10], [11]. In the process of organizing their 
utilization in high-risk environments such as managing 
under-control highway systems or power grids, it should 
ensure the adaptability and safety of AI Systems. Also, the 
whole issue regarding national security uses must be given 
even more emphasis because such applications necessarily 
pose a high level of risk. 

Cultural Shift and the Path Forward 
As the DoD aims to achieve powerful and resilient AI 
systems, such an effort should engage a broad-based strategy. 
This comprises looking at things in different ways, that is, for 
the known unknowns and the unknown” unknown”, as well 
as a culture of both experimenting and testing. Using AI 
systems to function in higher-value environments requires 
serious thought to be put into the threats and weaknesses [4], 
[8]. With only time, AI systems leveraged throughout the 
critical infrastructures will form enticing targets and the DoD 
should remain alert over new risks that could surface. 

 
Conclusion 
This review highlights the complex and dense terrain of 
guaranteeing resilient and safe AI systems. In dealing with the 
issues relating to model errors, partial specification, and 
threats, a careful approach is necessary for coming up with 
intelligent solutions The introduction of AI into the DoD’s 
testing practices and tendencies requires a cultural change, 
recognizing experimentation as well as proactive testing 
necessary. Strict testing procedures, persistence in a model’s 
reliability assessment amidst evolving conditions as well as 
mechanisms of AI systems interdependency are critical for 
effective achievement. With the rise of AI practices in high- 
risk environments, it has become necessary for the DoD to 
proceed with caution in addressing cropping-up risks to 
ensure resilience as a secure and culturally cautious strategy 
towards its implementation. To maintain the competitiveness 
of advantages over emerging cellular and network threats, 
there must be constant R&D effort underpinning and 
supporting AI systems that need to meet rigid standards 
geared towards robustness and security. 
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