Empirical Mode Decomposition based Feature Extraction Method for the Classification of EEG Signal

Abstract—Disease identification is a major task in the field of biomedical. To perform it the analysis of EEG signal is to be performed. The proposed method presents for feature extraction from electroencephalogram (EEG) signals using empirical mode decomposition (EMD). Its use is motivated by the fact that the EMD gives an effective time-frequency analysis of nonstationary signals. The intrinsic mode functions (IMF) obtained as a result of EMD give the decomposition of a signal according to its frequency components. In this present the research of upto third order temporal moments, and spectral features including spectral centroid, coefficient of variation and the spectral skew of the IMFs for feature extraction from EEG signals. Features are physiologically relevant to normal EEG signals. Normal EEG signals have different temporal and spectral centroids, dispersions and symmetries. The performance of the proposed method is studied on a publicly available dataset which is designed to handle various classification problems including the identification of epilepsy patients also detection of seizures and non-seizures. The calculated features are fed into the standard support vector machine (SVM) for classification purposes. The Experimental results show that good classification results are obtained using the proposed methodology for the classification of EEG signals.
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I. INTRODUCTION

Electroencephalogram (EEG) is a set of electric potential differences that contain the information about the human brain activity. It exhibits the data regarding the volume currents that spread from a neural tissue throughout the conductive media of the brain. These measurements can be obtained using sensors placed on the scalp or using the intracranial electrodes. The EEG signals can be effectively used for various applications such as emotion recognition, brain–computer interfaces (BCIs), etc. One of the most important applications of the analysis of EEG signals is its use in neuroscience to diagnose diseases and brain disorders. Epileptic seizure is one of the most common neurological disorders worldwide. Its detection is typically done by the physicians using a visual scanning of the EEG signals which is a time consuming process and may be inaccurate. These inaccuracies are particularly significant for long time duration EEG signals.

More recently, new techniques for analysis of nonlinear and nonstationary EEG signal have been proposed, which are based on the Empirical Mode Decomposition developed especially for nonlinear and nonstationary signal analysis. The mean frequency (MF) measure of intrinsic mode functions has been used as a feature in order to identify the difference between non-seizure and seizure EEG signals[1]. In this work instantaneous frequency has been used as a feature of IMFs for the classification between healthy and epileptic seizure EEG signals.

The parameters extracted from the EEG signals are very useful for diagnostics various. The spectral parameters based on the Fourier transform are useful for analysing the EEG signals and have shown good results on their classification. Such as several methods mentioned as use of short time Fourier transform (STFT) and wavelet transform in the literature. Although good results are obtained using these methods, the STFT does not yield a multiresolution analysis of the signals. This is because of the fact that the STFT uses the filters of the same bandwidth for signal decomposition at all frequencies. This limitation is typically resolved using the wavelet analysis in which a multiresolution time-frequency analysis is facilitated by forming band pass filters with varying bandwidths. Researchers have found the wavelet analysis to be a very useful tool for various signal processing applications and it is performed in frequency domain[2].

The EMD is a time-frequency based method which decomposes a signals into a number of intrinsic mode functions which are oscillatory components. This empirical method is effective for a time-frequency analysis of the nonstationary signals. This characteristic of EMD has motivated the researchers to use it for the analysis of EEG signals. The mean frequency of IMFs has been used for the classification of EEG signals. In
this work, the analytic IMFs apply Hilbert-Huang transform [(HHT)] for seizure classification of EEG signals. Weighted frequencies in the IMFs to identify seizures in the EEG signals. Besides the strengths of feature extraction methods related to instantaneous frequencies (IF), it is important to note that the extraction of IF is more meaningful when the IMFs extracted from the EEG signals are monocomponent.

In this paper, we propose a novel feature extraction methodology for the classification of EEG signals involve it three stages. The first stage of the algorithm involves the calculation of EMD of the EEG signal, thereby giving a set of IMFs. The first three IMFs are selected for further processing. The second stage involves feature extraction which is done by calculating the temporal and spectral characteristics of the IMFs, which is the main contribution of this paper. For the calculation of spectral features, we have used power spectral density (PSD). The temporal and spectral features are obtained from the Hilbert transformed IMFs. Thus, using this transformation can remove the DC offset from the spectral content of the signals which is one of the sources of nonstationarity in the signals. The third stage involves the use of support vector machine (SVM) for the classification of EEG signal.

II. DATASET

In this study, we have used an EEG dataset that is publicly available online[8] (Sample EEG signals are shown in Fig. 1). The dataset consists of five subsets fig. 1 (denoted as sets A-E) each containing 100 single channel EEG signals, each one having a duration of 23.6 s. These signals have been selected from continuous multichannel EEG recording after visual inspection of artifacts. The Sets A and B consist of surface EEG segments collected from five healthy volunteers in anawaken and relaxed state with their eyes opened and closed respectively. Segments in Sets C, D, and E are obtained from an archive of EEG signals of presurgical diagnosis. Five patients are selected who have achieved complete control of seizure after resection of one of the hippocampal formations. The following fig. 1 shows sample of EEG signals with five different sets A, B, C, D and E respectively. Sample EEG signals from five different sets from rows 1 to 5 (A, B, C, D, and E, respectively) were recorded during seizure free intervals (i.e., ictal EEG), recorded using all the electrodes. The signals are recorded in a digital format at a sampling rate of 173.6 Hz. Thus, the sample length of each segment is 173.6 × 23.6 ≈ 4097.

![Sample EEG signals from five different sets](http://www.ijritcc.org)

III. METHODOLOGY

a) Empirical Mode Decomposition:-

The EMD is a data dependent method of decomposing a signal into a number of oscillatory components, known as intrinsic mode functions (IMFs). EMD does not make any assumptions about the stationary or linearity of the data the aim of EMD is to decompose signals into a number of IMFs, each one of them satisfying the two basic conditions:[9]-

- The number of extrema or zero crossings must be the same or differ by at most one.
- At any point, the average value of the envelope defined by local maxima and the envelope defined by the local minima is zero.

Given that we have a signal, the calculation of its IMFs involves the following steps.

1) Identify all extrema (maxima and minima) in x(t).
2) Interpolate between minima and maxima, generating \(E_m(t)\) and \(E_{\text{envelope}}(t)\).
3) Determine the local mean as \(a(t) = \frac{E_m(t) + E_{\text{envelope}}(t)}{2}\).
4) Extract the detail \(h_1(t) = x(t) - a(t)\) i.e.
5) Decide whether \(h_1(t)\) is an IMF or not based on two basic conditions for IMFs mentioned above.
6) Repeat step 1 to 4 until an IMF is obtained.

Fig. 2: Flow chart of EMD algorithm

b) Intrinsic mode Function(IMF) Levels:

Once the first IMF is obtained, define c1(t)=h1(t), which is the smallest temporal scale in x(t). A residual signal is obtained as r1(t)=x(t)-c1(t). The residue is treated as the next signal and the above mentioned process is repeated until the final residue is a constant (having no more IMFs) fig. 3 at the end of the decomposition [4].

Fig. 3: Decomposed Normal EEG signal using EMD

C) Features:

Thus the original signal can be represented as follow:

\[ X(t) = \frac{1}{N} \sum_{i=1}^{N} C_m(t) + R_m(t) \]

Where m is the number of IMFs, \( C_m(t) \) is the nth IMF and \( R_m(t) \) is the final residue. Thus any signal can be implemented as sum of IMFs and a residue.

i. Temporal Statistics of analytic IMFs:

Statistical features of IMFs are useful for discriminating between normal and pathological EEG signals. The decomposed signals obtained are shown in fig. 4. A visual analysis of the IMFs obtained from healthy and epilepsy patients during interictal and ictal periods after Hilbert transform reveals that they are quite different from one another [7]. Interestingly, these differences are appropriately captured using the statistics of the IMFs for an IMF [6], these statistics can be obtained by the following quantities:

Mean (\( \mu(t) \)):= \[ \frac{1}{N} \sum_{i=1}^{N} y(i) \]

Variance (\( \sigma(t) \)):= \[ \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y(i) - \mu(t))^2} \]

Skewness(\( \beta(t) \)):= \[ \frac{1}{N} \sum_{i=1}^{N} \left( \frac{y(i)-\mu(t)}{\sigma(t)} \right)^3 \]
Where \( N \) is the number of samples in the IMF.

\[
C_i = \frac{\sum w P(w)}{\sum w P(w)}
\]

Where \( P(w) \) is the amplitude of \( w \)th frequency.

**Variation Coefficient:**

It gives information about spectral variation in the IMFs. It is different for normal and pathological EEG signals. This variation can be calculated as follows:

\[
\sigma^2 = \frac{\sum (w-C)^2 P(w)}{\sum w P(w)}
\]

**Spectral Skew:**

Skewness is the third order moment and it measures the symmetry/asymmetry of a distribution. Visual inspection of the plot of PSD of IMFs shows that the skewness of the power of IMFs for the normal and pathological EEG signals differs thus potentially yielding a useful feature for the classification of EEG signals. Skewness of the PSD can be calculated as:

\[
B_i = \frac{\sum (w-C)^3 P(w)}{\sum w P(w)}
\]

Its feature vector can be obtained by their concatenation as follows:

\[
F = [ \mu(t) \sigma(t) \beta(t) C, \sigma^2, B, ]
\]

**IV. CLASSIFICATION**

Feature extraction is followed by the classification of EEG signals using support vector machines (SVM). The SVM, originally proposed by Vapnik et al. Mainly consists of constructing an optimum hyperplane that maximizes the margin of separation margin between two different classes. It uses a kernel to transform the input data to a higher dimensional space followed by an optimization step for the construction of an optimum hyperplane [5]. This approach builds the classification models having excellent generalization capability and thus is used in a very wide range of pattern recognition applications. The decision function of SVM is as follows:

\[
D(x) = \sum a_i K(X_i, F) + b
\]

Where \( K(.) \) is the kernel function and \( F \) is the input vector. For our implementation, we have used liner kernel for SVM classification.

**V. SIMULATION RESULTS**

The performance of the proposed methodology for feature extraction from EEG signals is studied using standard measures such as overall accuracy and area under receiver operating characteristics (ROC) curve. In addition to the analysis of results produced by the methodology proposed in this paper, we have implemented several other descriptors of EEG signals. These methods...
include temporal statistics of IMFs from EMD [8], instantaneous frequency (IF) features, the frequency modulation (FM) and amplitude modulation (AM) bandwidth features [10] and wavelets. This selection has been done based on a high degree of accuracy achieved by these methods in the classification of EEG signals. The features obtained using all the descriptors are classified using four different classifiers i.e., 1-nearest neighbor (1NN), decision trees, artificial neural networks (ANN), and support vector machine (SVM) based classifiers for a rich analysis. The test bench is kept consistent for all these methods to ensure a fair comparison of their performance. According to experimental results we calculate the statistical parameter of seizure and non-seizure. Which is given below.

### Statistical parameter for non-seizure signal given below:

<table>
<thead>
<tr>
<th>Statistical parameter</th>
<th>inf1</th>
<th>inf2</th>
<th>inf3</th>
<th>inf4</th>
<th>inf5</th>
<th>inf6</th>
<th>inf7</th>
<th>inf8</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-0.03074</td>
<td>-0.00657</td>
<td>-0.00876</td>
<td>-0.00921</td>
<td>0.00962</td>
<td>0.01147</td>
<td>0.01291</td>
<td>0.01396</td>
</tr>
<tr>
<td>variance</td>
<td>0.89798</td>
<td>0.53932</td>
<td>0.55764</td>
<td>0.62419</td>
<td>0.63059</td>
<td>0.64635</td>
<td>0.65380</td>
<td>0.65653</td>
</tr>
<tr>
<td>skewness</td>
<td>0.05567</td>
<td>-0.03946</td>
<td>-0.04195</td>
<td>-0.04550</td>
<td>-0.04720</td>
<td>-0.04821</td>
<td>-0.04868</td>
<td>-0.04862</td>
</tr>
<tr>
<td>autocorrelation</td>
<td>-1.07747</td>
<td>-0.00866</td>
<td>-0.00994</td>
<td>-0.01045</td>
<td>-0.00879</td>
<td>-0.00881</td>
<td>-0.00896</td>
<td>-0.00891</td>
</tr>
<tr>
<td>power spectral density</td>
<td>0.10075</td>
<td>0.63244</td>
<td>0.248055</td>
<td>0.270957</td>
<td>0.29012</td>
<td>0.32527</td>
<td>0.37751</td>
<td>0.418251</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.97453</td>
<td>0.49875</td>
<td>0.544867</td>
<td>0.570121</td>
<td>0.60309</td>
<td>0.63090</td>
<td>0.65756</td>
<td>0.67908</td>
</tr>
<tr>
<td>Instantaneous Frequency</td>
<td>210.7531</td>
<td>215.5577</td>
<td>234.6665</td>
<td>238.1856</td>
<td>233.6688</td>
<td>233.9197</td>
<td>201.3938</td>
<td>245.3934</td>
</tr>
<tr>
<td>spectral centroid</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>variation coefficient</td>
<td>0.720.33</td>
<td>0.926.31</td>
<td>0.768.34</td>
<td>0.866.31</td>
<td>0.856.32</td>
<td>0.796.31</td>
<td>1.126.31</td>
<td>0.107.31</td>
</tr>
</tbody>
</table>

### Statistical parameter for non-seizure signal given below:

<table>
<thead>
<tr>
<th>Statistical parameter</th>
<th>inf1</th>
<th>inf2</th>
<th>inf3</th>
<th>inf4</th>
<th>inf5</th>
<th>inf6</th>
<th>inf7</th>
<th>inf8</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>0.43479</td>
<td>0.73452</td>
<td>0.28473</td>
<td>0.28472</td>
<td>0.07230</td>
<td>0.17537</td>
<td>-1.0050</td>
<td>-0.69501</td>
</tr>
<tr>
<td>variance</td>
<td>0.42873</td>
<td>0.62957</td>
<td>0.475054</td>
<td>0.478223</td>
<td>2.00445</td>
<td>7.021487</td>
<td>2.73157</td>
<td>4.132767</td>
</tr>
<tr>
<td>skewness</td>
<td>-0.00102</td>
<td>-0.00602</td>
<td>-0.007095</td>
<td>-0.009097</td>
<td>-0.012481</td>
<td>-0.012903</td>
<td>0.007821</td>
<td>0.014936</td>
</tr>
<tr>
<td>autocorrelation</td>
<td>1.00329</td>
<td>0.57605</td>
<td>0.510951</td>
<td>0.51218</td>
<td>-0.00594</td>
<td>-0.00986</td>
<td>-0.00126</td>
<td>-0.00623</td>
</tr>
<tr>
<td>power spectral density</td>
<td>0.03687</td>
<td>0.10937</td>
<td>0.598119</td>
<td>0.617067</td>
<td>0.62322</td>
<td>2.374273</td>
<td>0.272172</td>
<td>0.117945</td>
</tr>
<tr>
<td>standard deviation</td>
<td>0.53381</td>
<td>0.25074</td>
<td>0.250056</td>
<td>0.251086</td>
<td>0.351025</td>
<td>0.873054</td>
<td>0.507351</td>
<td>0.572096</td>
</tr>
<tr>
<td>Instantaneous Frequency</td>
<td>0.027968</td>
<td>0.669003</td>
<td>0.435657</td>
<td>-0.83886</td>
<td>-0.84704</td>
<td>-0.84908</td>
<td>14.23582</td>
<td>31.72669</td>
</tr>
<tr>
<td>spectral centroid</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>variation coefficient</td>
<td>0.709.32</td>
<td>0.970.31</td>
<td>0.704.32</td>
<td>0.102.32</td>
<td>4.46E-24</td>
<td>10.02E-30</td>
<td>0.59E-30</td>
<td>0.37E-32</td>
</tr>
</tbody>
</table>
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