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Abstract:-Association rule mining is used to find association relationships among large data sets. Mining frequent patterns is an important aspect in association rule mining. Finding frequent itemsets in databases is crucial in data mining for purpose of extracting association rules. Many algorithms were developed to find those frequent itemsets. Mining frequent patterns in transaction databases, time-series databases, and many other kinds of databases has been studied popularly in data mining research. Most of the previous studies adopt an Apriori-like candidate set generation-and-test approach. However, candidate set generation is still costly, especially when there exist a large number of patterns and/or long patterns. The FP-growth algorithm is currently one of the fastest approaches to frequent item set mining.

In this paper, we proposed to compress the frequent pattern set mined from a transaction database to a compact set. The compact set is useful in application where the longest pattern is usually used.
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1. Introduction

Data mining has recently attracted considerable attention from database practitioners and researchers because it has been applied to many fields such as market strategy, financial forecasts and decision support. An association rule is defined as the relation between the itemsets, since its introduction in 1993 [1] the process of finding the association rules has received a great deal of attention. Today the extracting of association rules is still one of the main popular pattern discovery techniques in knowledge discovery and data mining (KDD). Mining using Association rules discover appealing links or relationship among the data items sets from huge amount of data [4].

For this, association uses various techniques like Apriori and FP rules. The Apriori heuristic achieves good performance gained by (possibly significantly) reducing the size of candidate sets. However, in situations with a large number of frequent patterns, long patterns, or quite low minimum support thresholds. Can one develop a method that may avoid candidate generation-and-test and utilize some novel data structures to reduce the cost in frequent-pattern mining? One of the currently fastest and most popular algorithms for frequent item set mining is the FP-growth algorithm [8]. It is based on a prefix tree representation of the given database of transactions (called an FP-tree), which can save considerable amounts of memory for storing the transactions.

The rest of the paper is organized as: section 2 introduces to the classical mining approaches. Section 3 proposes improved association rule mining with positive and negative integration.

2. Two Classical Mining Algorithms

2.1 Apriori Algorithm

Agarwal proposed an algorithm called Apriori to the problem of mining association rules first. Apriori algorithm is a bottom – up , breadth first approach. The frequent item sets are extended one item at a time. It’s main idea is to generate k-th candidate itemsets from the (k-1) –th frequent itemsets and to find the k-th frequent item sets from the (k-1)-th candidate item sets. The algorithm terminates when frequent item sets cannot be extended anymore. But it has to generate a large amount of candidate item sets and scans the data as many times as the length of the longest frequent item sets.

2.2 FP-tree introduction

Han, et al, proposed the FP-tree data structure that can store the complete set of frequent patterns using only two scans over the DB. The biggest contribution to speed up the frequent pattern mining task is reduction of the number of scans over the DB down to only 2, since the speed of reading data in the secondary storage is slow. FP-tree is a tree structure as defined below:

1. It consists of one root labeled as “null”, a set of item prefix sub-trees as the children of the root, and a frequent-item header table.

2. Each node in the item prefix sub-tree consists of 4 fields: item-name, (support) count, parent-link, and node-link, where item-name registers which item this node represents, count registers the number of transactions represented by the portion of the path reaching this node, and node-link links to the next node in the FP-tree carrying the same item-name, or null if there is none, the parent-link links to the parent node1.
3. Each entry in the frequent-item header table consists of three fields: (1) item-name, (2) the (support) count2, and head of node-link which points to the first node in the FP tree carrying the item-name.

An example of a FP-tree is given in Figure 1, now we will study how to construct the FP-tree in this figure. With the minsupcount $\xi=3$, based on the DB listed in Table 1. This table shows a simple database of transactions of a supermarket, where the first column is the transaction identification, each row in the second column is the list of items that were bought by a customer.

The FP-tree construction is described briefly as follows:

2.3 FP-Growth Algorithm
Han, Pei et al. proposed a data structure called FP-tree (frequent pattern tree). FP-tree is a highly compact representation of all relevant frequency information in the data set. Every path of FP-tree represents a frequent item set and the nodes in the path are stored in decreasing order of the frequency of the corresponding items. A great advantage of FP-tree is that overlapping itemsets share the same prefix path. So the information of the data set is greatly compressed. It only needs to scan the data set twice and no candidate itemsets are required. An FP-tree has a header table. The nodes in the header table link to the same nodes in its FP-tree. Single items and their counts are stored in the header table by decreasing order of their counts.

Algorithm (FP-tree construction):
Input: A transaction database DB and a minimum support threshold $\xi$.
Output: FP-tree, the frequent-pattern tree of DB.
Method: The FP-tree is constructed as follows.

1. Scan the transaction database DB once. Collect $F$, the set of frequent items, and the support of each frequent item. Sort $F$ in support-descending order as $FList$, the list of frequent items.

2. Create the root of an FP-tree, $T$, and label it as “null”. For each transaction Trans in DB do the following.

Select the frequent items in Trans and sort them according to the order of $FList$. Let the sorted frequent-item list in Trans be $[p | P]$, where $p$ is the first element and $P$ is the remaining list. Call insert tree($[p | P]$, T).

The function insert tree($[p | P]$, T) is performed as follows. If T has a child N such that N.item-name = p.item-name, then increment N’s count by 1; else create a new node N, with its count initialized to 1, its parent link linked to T, and its node-link linked to the nodes with the same item-name via the node-link structure. If P is nonempty, call insert tree($P$, N) recursively.

### Table 1. Transactions in DB and their frequent items

<table>
<thead>
<tr>
<th>TID</th>
<th>Items Bought</th>
<th>(Ordered) Frequent Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>f, a, c, d, g, i, m, p</td>
<td>f, c, a, m, p</td>
</tr>
<tr>
<td>200</td>
<td>a, b, c, f, l, m, o</td>
<td>f, c, a, b, m</td>
</tr>
<tr>
<td>300</td>
<td>b, f, h, j, o</td>
<td>f, b</td>
</tr>
<tr>
<td>400</td>
<td>b, c, k, s, p</td>
<td>c, b, p</td>
</tr>
<tr>
<td>500</td>
<td>a, f, c, e, l, p, m, n</td>
<td>f, c, a, m, p</td>
</tr>
<tr>
<td>600</td>
<td>f, c, g, s</td>
<td>f, c</td>
</tr>
</tbody>
</table>

Figure 1. FPTree corresponding to the DB in Table 1

3. Improved Association Rule Mining

Existing work based on Apriori algorithm uses candidate sets for finding frequent pattern to generate association rules, then apply class label association rules where this work uses FP-Tree with growth for finding frequent pattern to generate association rules. Apriori algorithm takes more time for large data set where FP growth is time efficient to find frequent pattern in transaction.

In this paper, we have proposed a new dimension into the data mining technique. For this we have integrated the concept of positive and negative association rules into the frequent pattern (FP) method. Negative and positive rules works better than traditional association rule mining and FP cleverly works in large database. Our proposed algorithm has two stages:

a. Rule Generation and,

b. Classification.

In the first stage, the algorithm calculates the whole set of positive and negative class association rules such that sup(R) support and conf(R) confidence given thresholds. Furthermore, the algorithm prunes some contradictory rules and only selects a subset of high quality rules for classification.
In the second stage i.e. classification, for a given data object, the algorithm extracts a subset of rules found in the first stage matching the data object and predicts the class label of the data object by analyzing this subset of rules.

4. Conclusion and Future direction

In this paper, we proposed to compress the frequent pattern set mined from a transaction database to a compact set. The compact set is useful in application where the longest pattern is usually used. In the future direction, we will study the method to construct the compact FP-tree directly form its FP-tree.
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