Network Intrusion Detection Demystified using Classification Trees
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Abstract— In a network environment, intrusions pose a serious security problem especially when new intrusion types are discovered which make them difficult to detect. In this work, we use the Classification And Regression Tree (CART) algorithm, a supervised learning technique, on a labeled dataset collected during an attack on the Faculty of Science’s web servers, and this in order to classify bad and good connections. As result, the accuracy of the classification reached 99%, maintaining low false-negative and low false-positive rates.
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I. INTRODUCTION

One of the important technology in business sector is Intrusion detection. Along with cybersecurity, it is considered as one of the most active area in research. Nowadays, a single computer/laptop/pad is part of multiple networked and distributed systems and prone for intrusion; intrusions that are increasing in severity and number.

For this, several protective measure have been put in place like firewalls to check the activities of intruders. However, this technique can not guarantee the full protection of the system.

Hence, in order to monitor networks for intrusions and/or attacks more efficiently, a more dynamic mechanism like Intrusion Detection System (IDS) is used and considered as a second line of defense. This system will allow reporting signs intrusions in order to take the correct action [1].

Intrusion Detection System are either host-based or network-based.

In a host-based environment, IDS operates on data collected form a single computer system. However, in a network-based environment, IDS operates on raw data (i.e. packets or data source) collected from the network.

Simply, IDS try to identify attack patters by the way of two techniques: Misuse or Anomaly. In a well known attack, the IDS detection technique is Misuse, however, when changes are detected in the pattern of utilization or in the behaviour of the system, the IDS detection technique is Anomaly.

Most of the IDS currently are expert based system, in the sense that it can detect known attack types as well as generation of false positive alarms. Consequently, machine-learning techniques (i.e. intelligence technique) were embedded to such systems. These techniques extract useful pattern from data as a reference for good/bad traffic behavior from existing data for subsequent classification of network traffic.

Data mining for automated models of intrusion detection was the first area where intelligence technique was used using association rule [2]. Mukkamala et al., Byunghae et al. and Ajith et al. used neural networks to study the relationship between given input and output in order to generalize them and to extract new relationship between input and output [3, 4, 5]. Besides that, Ajith et al. and Susan et al. used fuzzy data mining to generalize relationship between input and output vector based on degree of membership [5, 6]. Ajith et al., Quinlan and Pavel et al. used decision tree which is a classification method that learns information from a fixed collection of properties or attributes in a top down strategy [5, 7, 8]. Mukkamala et al., Zhang et al. and Byung-Joo et al. used support vector machine that creates Maximum-margin hyper planes during training with samples from two classes [3, 9, 10]. Zhang et al., Adetunmbi et al., Sanjay et al. Used rough set classification to produce a set of compact rules made up of relevant features only suitable for anomalous and misuse detection [9, 11, 12, 13, 14]. Axelson and Amor et al. used bayesian approaches which are powerful tools for decision and reasoning under uncertain conditions employing probabilistic concept representations [15,16].

Before using any of the machine learning algorithms, one major step should be performed: raw network data should be reduced into records containing some within-connection features such as duration,

service, duration, source IP, destination IP, and so on. For this, the success of any learning algorithm depends thoroughly on the identification of the important features. Note that once this selection will reduce drastically the computational cost, over fitting, model size and leads to increase in accuracy.

Sung et al. identified important features for intrusion detection using support vector machines and neural networks [17].
In this paper, we apply decision tree (CART algorithm) to classify good and bad connections, using data consist of records of packets, collected during an attack to the faculty of science’s web servers.

This paper is organized as follows: in section II we explain briefly the CART algorithm, in section III, we present the results and tree obtained, and finally we conclude.

II. DECISION TREE

Decision tree is a data mining technique that can be used as classification and regression tools [18]. It consists of dividing the space of input variables (regressors, predictors, etc) into smaller regions, separating the data points according to the target values y. Hence, the model consists of recursive partition of the data and a simple model for each final region.

The recursive partition part is represented as a tree that consists of nodes where each terminal node of the tree, called “leaf” represents a final region. We start at the root node of the tree that contains all data points; this node is decomposed in two daughter nodes according to a question asked about the values of regressors. If these daughter nodes are not converted into leaves, same process is applied and they are decomposed each in two nodes, and so on until all nodes are transformed to leaves. Each point moves down in the tree according to its regressors values (questions' answers), until it reaches a leaf. The predicted value is then determined according to the simple model mentioned above. This model for classification is simply the majority class of the train samples that form that leaf.

The difficult tasks of the tree construction is to find the best questions that can lead to an optimal tree (optimal partition), and to find the criteria upon which the node is considered “pure” and converted to a leaf.

Splitting Rules

Starting at the root node, and then repeating the same procedure at each node, the question to be asked is chosen in a way that maximizes the information about y which means minimizing the impurity of the node, when this question leads to two daughter nodes. A score measure is used assess the importance of the variable and their discriminative ability, and thus to be used to split the node. This score is defined as:

\[
score(S, t) = I(t) - \sum_{i=1}^{2} \frac{N_{i}}{N} I(t_{i})
\]

Where S is the split used to decompose the node t of size N in two daughter nodes t1 and t2 of size N1 and N2 respectively and I(·) is the impurity measure of the node. The impurity measures commonly used are Entropy and Gini index, which in our case (binary classification) are defined as follows:

\[
I_{\text{Entropy}}(t) = -\frac{N_{+}}{N} \log \frac{N_{+}}{N} - \frac{N_{-}}{N} \log \frac{N_{-}}{N}
\]

\[
I_{\text{Gini}}(t) = \frac{N_{+}}{N} \left(1 - \frac{N_{+}}{N}\right) + \frac{N_{-}}{N} \left(1 - \frac{N_{-}}{N}\right)
\]

Where \(N_{+}\) and \(N_{-}\) represents the number of each class (positive and negative) in the node t.

Stopping Criterion

The choice to stop the procedure mentioned previously on a specific node and converting it to a terminal node depends on several factors:

- \(I(T) = 0\), which means that all the data points in the node are from the same class.
- \(score(S, T) < \text{threshold}\), which means that the splitting is not beneficial enough.
- If the number of the records in the node are less than a certain threshold.
- When reaching a maximal size of the tree.

Tree pruning

This construction will always lead to a complex tree that may overfit the train set, and perform poorly on the test set. We can solve this issue by pruning the obtained complex tree. We consider a complexity parameter CP that associates a penalty of having a complex tree. Hence, the quantity we aim to minimize to prune the tree (T) is:

\[
R_{\text{CP}}(T) = \frac{R(T)}{R(T_0)} + CP \times |T|
\]

Where \(R(T)\) is the misclassification rate of the tree T, and \(T_0\) is the first node of the tree, \(|T|\) is the number of leaves of the tree. This quantity represents a trade-off between the complexity of the tree and its performance on the train data.

III. RESULTS

Data consist of 483013 records of connections, collected during an attack on the Faculty of Science’s web servers. Data are presented as a sequence of TCP packets, labeled as “bad” representing attacks and system intrusions (82%), and “good” representing normal connections (18%). The data is divided into two parts: a train set composed of 70% of the data to construct the tree and the remaining 30% are used to validate the model and its accuracy.

Each record is described using a set of explanatory variables, out of which the most discriminating ones are
selected during the construction of the tree. These variables are defined as follows:

- **nb_cnt**: is a continuous variable that describes the number of connections to the same host as the current connection in the past two seconds.
- **ds_bytes**: is a continuous variable describing the number of data bytes from destination to source.
- **normal_error**: is a discrete variable that indicates the normal or error status of the connection. This variable has 11 levels: OTH, REJ, RSTO, RSTOS0, RSTR, S0, S1, S2, S3, SF, SH.
- **nb_hot**: is a continuous variable that indicates the number of “hot” indicators
- **sd_bytes**: is a continuous variable describing the number of data bytes from source to destination.
- **diff_host**: is a continuous variable that specifies the percentage of connections to different hosts.
- **service**: is a discrete variable indicating the network service on the destination. This variable has 66 levels including http, ftp, courier, http_443, nntp, etc.
- **wrg_frg**: is a continuous variable indicating the number of wrong fragments
- **same_src_port**: is a continuous variable that specifies the percentage of connections to the same destination host port.

The result of the optimal tree obtained when applied to the test set with CP = 0.0008 is shown in fig. 1, it consists of 11 leaves that classifies good and bad connections according to the values of the features mentioned above.

### FIGURE I. OPTIMAL TREE OBTAINED

![Optimal Tree Diagram]

The tree starts with a root node that contains all data (100%), and then is decomposed in two daughter nodes according to values of the variable used to split the data and so on. For example, to use this tree to predict whether each packet is good or bad, if “nb_cnt” is less than 47.5, and normal_error = REJ,RSTO,S1,S2,S3, SF, and “nb_hot” is less than 1.5 and “diff_host” is less than 0.49 and “wrg_frg” is higher than 0.5 then it’s an attack (leaf 8).

When dealing with a classification problem, sensitivity and specificity are two performance metrics that we should take into account. Considering the “bad” connections as the positive class and the “good” connection as the negative class. Sensitivity or true positive rate is the proportion of positives correctly classified as positives, and specificity or true negative rate is the proportion of negatives correctly classified as negatives, and they are defined as follows:

**Sensitivity**

$$Sensitivity = \frac{number\ of\ true\ positives}{total\ number\ of\ actual\ bad\ connections} = \frac{TP}{TP + FN}$$

**Specificity**

$$Specificity = \frac{number\ of\ true\ negatives}{total\ number\ of\ actual\ good\ connections} = \frac{TN}{TN + FP}$$

This tree achieves an accuracy rate of 99.8% corresponding to the following classifications shown in the confusion matrix (tab. 1), with a sensibility equal to 0.998 and specificity equal to 0.998.
IV. CONCLUSION AND DISCUSSION

In this paper, we applied decision tree (CART algorithm) to classify good and bad connections, using data consist of records of packets, collected during an attack to the Faculty of Science’s web servers. The data consisted of several variables. The most discriminating ones were selected during the construction of the tree. We showed that the accuracy of the classification reached 99% with high sensitivity and specificity rates.

However, the manipulated data was labeled using just two classes: bad or good. In the future, we tend not to label all the attacks as bad, we seek to broaden our classes and includes other types of intrusions like: buffer overflow, IP sweep, port sweep, root kit and many others.
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TABLE I. The confusion matrix

<table>
<thead>
<tr>
<th></th>
<th>bad</th>
<th>good</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted bad</td>
<td>118764 (True Positive TP)</td>
<td>55 (False Positive FP)</td>
</tr>
<tr>
<td>Predicted good</td>
<td>218 (False Negative FN)</td>
<td>29170 (True Negative TN)</td>
</tr>
</tbody>
</table>