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Abstract:-Text Feature extraction is a process of detecting and discovering promising data from a large unordered textual data set. The main 

objective of the feature extraction process is to unearth the promising data and transmit them in to acceptable format to help in decision making. 

With the ever evolving digital technology number of resumes posted everyday seeking for a job increases steeply and this voluminous data 

intricate the recruitment firms to identify the right candidate for the right job. The main objective of this paper is to deals with a new feature 

extraction approach using ranking based frequent text occurrences to extract promising texts from the resume dataset and reduces the hiring 

agencies manual work considerably, reduces the dimensionality of the data to a larger extent and thereby reduces the running or execution time 

and memory footprints required largely when compared with the existing approaches. 
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1. INTRODUCTION 

Automatic text feature extraction is an element alglitch in 

text data mining. Even a reasonably midsize document may 

involve several relatively independent sections, texts and 

parts. Such adverse heterogeneity in text documents can 

exceptionally affect the performance of text mining to a 

greater extent. .In this paper a new approach to extract 

important keyword texts from the resume dataset is 

proposed and analyzed.  The structure of a resume generally 

comprises of two parts, Section Head and Section data.  

Both these parts are interrelated and appear in the same 

block or table. Mostly resume consists of multiple sections 

of two-layered architecture. Educational Details, Experience 

summary, skills and personal details, project handled are all 

examples of a resume section. 

 

Figure 1.1: Sample resume 

A resume is a brief document about an individual trying to 

market him/her to the industry. They usually are structured 

and hierarchical documents but contain unstructured data 

too [10]. In a resume, the format is not predetermined and it 

is based on the author’s thinking, which makes the 

information extraction, comparison, and selection a daunting 

task. Each resume is unique in its own way as it contains 

words and sentences as features [8]. It can also be viewed as 

a multi section document, with description of each section, 

which highlights the different aspects of an individual’s 

professional career [9]. 

 

RELATED WORK 

 

Most of the existing algorithms heavily rely on one concept: 

the quantification of lexical cohesion between different parts 

of a document. Lexical cohesion can be defined as “the 

cohesive effect achieved by the selection of vocabulary” [1] 

which intuitively means that changes in the vocabulary 

accompany topic shifts. A number of linguistic structures 

create lexical cohesion, such as word repetitions, synonyms 

and pronouns. However, those structures can be difficult to 

detect due to language ambiguities, often leading to the 

quantification of lexical cohesion solely based on some 

measure of word repetitions.  

There are many commercial products on resume data 

extraction and retrieval, but very few research works has 

been carried out in this area. Some of the commercial 

products include: Daxtra CVX [2],ResumeGrabber Suite 

[5], ALEX Resume parsing [4], Akken Staffing [6], andCV 

Parser [3].  The product specification, algorithms and 

methods used in them for resume information extraction are 

not available completely. 
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PROBLEM DEFINATION 

Reputed firms receive several hundreds of resumes from job 

seekers every day. But generally there is no specific 

standard formats in which a resume can be drafted and 

written.  To implement a uniform standard so that the 

resumes can be electronically classified and searched 

companies force job seekers to fill an online template.  A 

major problem associated with this approach is that the 

applicant is forced to modify their resume to match the style 

of the template which might be a burden to the applicant to 

display all their credentials.   

So most of the applicant sends their resumes in document 

format to the hiring companies to showcase their expertise 

but to mine and fetch the prospective candidates from this 

colossal volume of unordered text resume file is a tedious 

and a cumbersome task.  Even though the resume selection 

from large resume dataset collection is a new vertical,  many 

research works are carried out. The hiring managers/human 

resource (HR) business partners obtain the segregated set of 

résumés which are similar to each other.  Next,  a manual 

analysis of each résumé is required to mine for the best 

candidates.  This is referred to as “Problem of Resume 

Selection” [7]. 

BASIC IDEA 

The problem here is to develop an approach to select the 

prospective resumes efficiently which nearly matches with 

the hiring agent’s requirement using some important unique 

features present in the resumes.  The problem is that most of 

the resumes will contain many common features along with 

some special unique features that could differentiate it from 

rest of the resumes in the collection.   

The idea here is to identify and extract the unique features 

from the resumes,  classify them according to the rank and 

enable the recruiter to make a decision for selecting the 

prospective candidates.  This research paper aims to address 

a simple question “How to unearth prospective incumbents 

from a colossal volume of resumes?” This question 

motivates to propose a new approach based on frequent text 

to mine resumes and present the hiring agents with the best 

possible resume matches in-line with their requirements. 

PROPOSED APPROACH 

The proposed approach comprises of three phases namely, 

Preprocessing, Extraction and Ranking. 

 

Figure 1.2: Proposed architecture 

1. PREPROCESSING 

In the preprocessing phase procedure named ProcessResume 

is proposed and this procedure cleans and tokenizes the text 

present in the resume based on the section reference file 

shown in figure 1.4 to categorize the tokens into the 

appropriate sections.  The pseudo code of ProcessResume is 

shown in the figure 1.3. 

Cleaning 

The preprocessing comprises of many procedures like 

cleaning the data (i.e.) removing the unwanted blank 

spaces/white spaces. 

Stop words removalStop words are frequently occurring,  

insignificant words. This step filters out the common words 

used in most of the documents to facilitate phrase search. 

Tokenization 

A document is treated as a string or set of words,  and then 

partitioned into a list of tokens. This process breaks the 

stream of texts into words, phrases and symbols.  

 

 
Figure 1.3: Pseudo code of ProcessResume procedure 
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figure 1.4: Section reference file 

The categorically tokenized text files are used to 

extract the important features present in the resumes. These 

file are very small in size as almost 80 to 90 % of the 

unpromising texts present are removed and the overall 

dimension of the data is reduced considerably.  Sample 

categorically tokenized text file after preprocessing is shown 

in the Figure 1.5. 

 

Figure1.5: Categorically tokenized file  memory size of the 

actual resume cT169 is 67   KB and when the preprocessing 

is carried out the dimension of the data is reduced greatly and 

the cT169 categorically tokenized file size decreases to2.02 

KB, since except the promising texts all other texts are 

ignored. Right from the phase one,  the dimension reduction 

is effectively handled and this will largely reduce the 

overheads like memory footprints and execution time. 

2. EXTRACTION 

  A procedure namedExtractTechnicalWords is proposed and 

the promising texts present in the categorically tokenized 

text files are fetched. The promising objects or texts 

extracted from this proposed procedure are age,  total 

experience, qualification and expertise. The age is explicitly 

provided in the resumes or it is extracted from the date of 

birth of the candidates using regular expression. 

Regular Expression = “\Date of Birth\:\ [0-9]{6-8}[/]{2}” is 

TRUE if the text Date of Birth followed by 6 to 8 numbers 

and two “/”. 

 

Figure 1.6: Sample resumes 

In section    to extract DOBIn the above sample The personal 

section will either contain the age or date of birth.  This date 

of birth is extracted and then converted into age by separating 

the year from the text. From The extracted “01/07/1987” text, 

“1987” is separated and subtracted with the current year to 

get the age. [2015 – 1987] = 28 years. 

The total experience is searched in the overall summary 

section, experience summary section or professional 

summary section to  

fetch it out. Most of the resume will contain an explicit 

overall total experience in the aforementioned sections and it 

is extracted using regular expression.  

Regular Expression = “\[0-9]\+\” is TRUE when a number 

followed by a “+” sign. 

 

 

 
Figure 1.7: Sample resumes with summary of experience 

section 
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From the above figure 1.7 two sample resume sections with 

summary are shown and the extracted total experiences 

values will be utilized for ranking purpose. 

The qualification is searched in the academic section and 

the highest qualifications of the candidates are fetched and 

will be used for ranking purpose.  

 The skillsets of the candidates is extracted using 

keyword reference file where the unpromising texts are 

pruned away and the following procedure fetches the 

promising technical words from the categorically tokenized 

files. 

 
 

Figure 1.8: Pseudo code of ExtractTechnicalWords 

The keyword reference file is technical dictionary file 

comprises of the technical jargons, software names, tools 

and technologies present in the information technology 

verticals and this technical keyword file further reduces the 

categorically tokenized file size considerably and this output 

file is used to fetch the area of expertise using frequent text 

mining. The technical output text file is shown in the figure 

1.9. 

 

Figure 1.9: technically    categorized file 

The dimension of the file is further reduced from 2.02 KB to 

496 bytes. The dimension of the text data is reduced from 67 

KB to 496 bytes and the reduction ratio is almost above 99 

%.  The reduction ratio is calculated using the following 

formula, 

𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑖𝑜 = 𝐴𝑐𝑡𝑢𝑎𝑙 𝐹𝑖𝑙𝑒 𝑆𝑖𝑧𝑒

/𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛  𝐹𝑖𝑙𝑒  𝑆𝑖𝑧𝑒˟100 

 

 

 
 67000− 496 

67000
 ˟100 = 99.25% 

 

 

This huge amount of dimension reduction enhances 

the speed of execution, reduces the memory usage of the 

algorithm considerably. 

3. RANKING 

The skillset ranking is found based on the frequent technical 

words present in the resume and the area of expertise is 

found here. The procedure RankSkills is proposed to find 

the skillset ranking of the candidates and shown in the figure 

1.10. The frequent text mining concept is utilized here to 

discover the area of expertise and skills strengths of the 

candidate. 

 
Figure 1.10: Pseudo code of RankSkills 
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From the sample ct169 file, the area of expertise is found 

out to be ASP.NET as the support count value for ASP.NET 

is 9,  support count value of C#.Net is found to be 7.  The 

area of expertise is discovered to be DOTNET.  Remaining 

skills are ranked with the corresponding support count 

values as shown in the figure 1.11. 

 

The ranking for the expertise is found using the 

following formula, 

𝐸𝑥𝑝𝑒𝑟𝑡𝑖𝑠𝑒 𝑅𝑎𝑛𝑘  

= −1 𝑚𝑎𝑥𝑖𝑚𝑢𝑚  𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑐𝑜𝑢𝑛𝑡

\𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡˟𝑡𝑜𝑡𝑎𝑙 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒  

 

 1 −  
9

40
 + 3 = 3.75 

 

 
 

 
 

Figure 1.11: Extracted features for cT169 sample file 

 

PROPOSED ALGORITHM 

 

 The proposed algorithm comprises of many sub procedures 

and the sub procedures are clearly enumerated in the 

previous sections and the proposed algorithm Rank Resume 

Algorithm RRA effectively combines the operations of these 

sub procedures to extract the features from the resume data 

collection and rank the resumes according to the weightage 

of experience and skills acquired by the candidates. 

 
 

Figure 1.12: Proposed RRA algorithm 

 

EXPERIMENTAL SETUP 

 

The proposed algorithm RRA is implemented using Visual 

Basic and the system configuration used is dual core 2.6GHz 

Processor with 1GB RAM. A set of 100 resumes are used for 

the evaluation purpose and the training resume collection is 

shown in the table 1.1. 

 

 
 

Table 1.1: Trained resume data collection 

 

The genuineness of the texts extracted from the resume is 

measured by two parameters called, Precision and Recall.  

Evaluation methods are useful in evaluating the usefulness 

and trustfulness of the extracted texts from the resumes.  

Two main criterion for evaluating the proficiency of a 

system is precision and recall which are used for specifying 

the similarity between the objects which is generated by the 

system versus the one generated by human. The terms are 

defined in the following equations. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = (𝐴𝑐𝑡𝑢𝑎𝑙)/(𝐴𝑐𝑡𝑢𝑎𝑙 + 𝑤𝑟𝑜𝑛𝑔  

   

𝑅𝑒𝑐𝑎𝑙𝑙 = (𝐴𝑐𝑡𝑢𝑎𝑙)/(𝐴𝑐𝑡𝑢𝑎𝑙 + 𝑚𝑖𝑠𝑠𝑒𝑑) 
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To test the precision and recall of the proposed algorithm RRA, 

100 resumes are taken and evaluated. The total number of 

resumes with DOTNET expertise discovered by the proposed 

algorithm was 32, whereas the trained resume contains 34 

DOTNET experts but the proposed algorithm wrongly identified 

2 resumes as DOTNET and missed 4 resumes. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
30

30 + 2
= 0.93 

   

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
30

30 + 4
= 0.88 

 

The correct texts are the number of objects or texts produced 

by the system and the human, wrong is the number of 

objects or texts produced by the system alone. Therefore the 

precision is helpful to find the number of texts the system 

extracts and the recall is helpful in finding the number of 

texts the system misses during feature extraction. The 

precision and recall calculated for the sample resumes is 

shown in table 1.2. 

𝑜𝑣𝑒𝑟 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑓𝑜𝑟 100 𝑟𝑒𝑠𝑢𝑚𝑒𝑠 =
91

91 + 8
= 0.91 

𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑟𝑒𝑐𝑎𝑙𝑙 𝑓𝑜𝑟 𝑟𝑒𝑠𝑢𝑚𝑒𝑠 = 91 91 + 16 = 0.85 

 

Table 1.2: Precision and recall calculation 

The relevancy factor of the resumes extracted   is calculated 

using two factors, namely Machine Relevancy Factor and 

Actual Relevancy Factor. 

𝑀𝑅𝐹 =

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
𝑟𝑒𝑠𝑢𝑚𝑒𝑠

𝑡𝑜𝑡𝑎𝑙  𝑟𝑒𝑠𝑢𝑚𝑒𝑠  𝑖𝑛  𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛
  

 

𝐴𝑅𝐹 =

𝑎𝑐𝑡𝑢𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
𝑟𝑒𝑠𝑢𝑚𝑒𝑠

𝑡𝑜𝑡𝑎 𝑙 𝑟𝑒𝑠𝑢𝑚𝑒𝑠  𝑖𝑛  𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛
  

   

The total number of resumes discovered is equal to 

84. 

 

 

MRF = 84 / 100 = 0.84 

The actual number of resumes discovered manually 

is 91 and the ARF is calculated as, 

ARF = 91 / 100 = 0.91 

Hence the Accuracy = MRF/ ARFx 100= 

(0.84/0.91)*100 = 92.30% 

The accuracy of the proposed algorithm when 100 numbers 

of resumes are tested is 92.30 %. 

Relevancy factor calculated The calculated machine 

relevancy and actual relevancy are noted and shown in the 

table 1.3 
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Table 1.3: Relevancy factor for 100 resume sample 

 

Figure 1.12: Relevancy graphs for 100 resume sample 

From the figure 1.12 and table 1.3, it is quite evident that  

the proposed algorithm has a good accuracy level and the 

performance of the proposed algorithm RRA is excellent.  

The memory reduction of the proposed algorithm is 

calculated for these 100 numbers of resumes. The actual 

memory size of the resume. collection is 69.5 MB and the 

proposed algorithm reduces this to a very small size of 1.31 

MB. The memory footprints related to the proposed 

algorithm is very low and this enhances the speed of the 

execution. The overall extracted result for the 100 trained 

resumes is shown in the table 1.4. Table 1.4: Sample 

Resumes categorized according to area of expertise 

FUTURE WORK AND CONCLUSION 

The proposed approach proves to be efficient related to run 

time and memory usage but there is always room for further 

research and improvement can include other features that 

appear in a resume like certifications, co-curricular 

activities, interests, present work location, gender etc. The 

scores for unique skillset calculated can also be extended to 

combine with the scores or weightage of education, 

weightage related to companies worked earlier, weightage 

related to the complexity of the projects handled. Clustering 

approaches can be employed to classify the resume 

according to the categories and distance metrics can be 

applied to find the similarities between the resumes. 

  The new proposed approach has numerous facets that are 

still subject to further investigation and possible 

improvements. The robustness of the proposed approach can 

be further evaluated by running further tests on new and 

large datasets. 

There are problems in resume extraction and the selection of 

appropriate resumes from a huge collection of resumes. An 

attempt has been made to pull out the appropriate resumes 

by choosing them based on area of expertise and then 

highlighting their unique skills. The proposed approach 

utilizes a scoring technique to select the best high scoring or 

ranked resumes from the resume set collection. The ranking 

score based area of expertise and the unique skills of a 

resume determine the uniqueness of a resume. This 

enhances the recruiters work to read through a set of 

resumes with their scores, unique skillset specialties to 

decide on prospective candidates for hiring. 
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