Improvisation of Incremental Computing in Hadoop Architecture with File Caching
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Abstract— Incremental data is a difficult problem, as it requires the continues development of well defined algorithms and a runtime system to support the continuous progress in computation. Many online data sets are elastic in nature. New entries get added with respect to the progress in the application. The Hadoop is a dedicated to the processing of distributed data and used to manipulate the large amount of distributed data. This manipulation not only contains storage but also the computation and processing of the data. Hadoop is used for data centric applications where data plays a vital role in making the decisions. Systems for incremental bulk data processing and computation can efficiently used for the updates but are not compatible with the non-incremental systems such as e.g., MapReduce, and more importantly and requires the programmer to implement application-specific incremental methodologies which ultimately increases algorithm and code complexity. Thus this paper discusses about the various aspects of the incremental computation and file caching.
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I. INTRODUCTION

Traditional methods for data mining typically make the assumption that the data is centralized and static. But now a day these assumptions are no longer valid. These practises fails in processing and managing the input/output resources when data is dynamic and they impose communication overhead when data is in distributed environment. The efficient implementation of incremental data mining methods is hence becoming crucial for ensuring system scalability and facilitating knowledge discovery when data is dynamic and distributed.

MapReduce is emerging as an important programming model for data-intensive systems [9]. The model proposed by Google for dealing with bulk amount of data processing is very useful for ad-hoc parallel processing of random data. It shows good performance in case of batch parallel data manipulation and processing. MapReduce enables easy development of scalable parallel applications to process huge amount of data on large clusters of commodity environment [3]. It is a very popular open-source implementation. Hadoop, primarily developed by Yahoo and Apache, runs jobs on chunk of data. The actual application of Hadoop includes Facebook, Amazon, and Last.fm. Because of its high efficiency, scalability, MapReduce framework is used in many fields with a wide range of real time applications. Additionally, the MapReduce is used in traditional clusters, multi-core and multi-processor systems and heterogeneous environments. It is also used in systems with GPU and FPGA, and mobile systems. Such advantages attract researchers to apply it on incremental data processing [10].

A. HDFS

The Hadoop Distributed File System (HDFS) is designed to store huge amount of datasets reliably, and to stream those data sets at high bandwidth to user applications. HDFS provides scalable, fault-tolerant storage[19]. In HDFS files are stored across a collection of servers in a cluster. Files are then decomposed into blocks, and each block is written to more than one of the servers. This replication offers both fault-tolerance (loss of a single disk or server does not destroy a file) and performance (any given block can be read from one of servers. It does improves system throughput).

HDFS ensures data availability by continuously monitoring the servers in a cluster and the blocks that they manage. Individual block includes checksums. Before block is read, the checksum is verified, and if the block has been damaged it will be restored from one of its replicas stored on another node. All of the data is stored is replicated to some other node or nodes in the clusters of the respective distributed environment, from the collection of replicas when the server or disk fails,. In case of large clusters HDFS expects failure, hence organizations can spend less on servers and let software compensate for hardware issues. The resources grow with demand due distribution of storage and the computation across many servers.

B. Map and Reduce

MapReduce framework describe the techniques for simplified processing of dataset by providing simple programming model which eliminates a complex logic or infrastructure for parallel batch processing, scalability, data transfer, scheduling and fault tolerance[19]. MapReduce includes a software component called the job scheduler. It is responsible for choosing the servers and running the user job, It
also schedules multiple user jobs on shared clusters. The job scheduler communicates with the NameNode for the location of all of the blocks that make up the file or files required by a job. Each of those servers run the user’s analysis code against its local block or blocks. MapReduce includes an input split that permits each block to be broken into separate individual records. The user code that implements a map job can be virtually anything. MapReduce allows developers to write and deploy code that runs directly on each DataNode server in the cluster. The code understands the format of the data stored in each block in the file. Further, it can implement simple algorithms or much more complex ones.

At the end of the map phase, results are collected and filtered by a reducer. This processing guarantees that data will be delivered to the reducer in sorted format. Hence output from all map jobs is collected and passed through a shuffle and sort process. The sorted output is passed to the reducer for further processing. Results are then written back to HDFS.

II. LITERATURE REVIEW

Frank McSherry and Rebecca Isaacs reported on the design and implementation of Naiad [6]. The paper describes a set of declarative data-parallel language extensions and an associated run time supporting computation which is efficient and incremental and iterative. This combination is enabled by a new computational model we call differential dataflow. Batch processing models such as MapReduce and Hadoop is proposed by Naid so as to support efficient incremental updates to the inputs in the manner of a stream processing system, but at the same time enabling arbitrarily nested fixed-point iteration. In this technique incremental computation can be performed using a partial order on time. In the paper, they evaluated a prototype of Naiad that uses shared memory on a single multi-core computer. Naiad was applied to various computations, including several graph algorithms also and observe good scaling properties and efficient incremental recomputation.

Elastic Replica Management System introduces an active/standby storage model which takes advantage of a high performance complex event processing engine to distinguish the real time data types and brings an elastic replication policy for the different types of data [4]. Based on the access patterns of data, data in Hadoop can be classified into different types. Hot data - data having a large number of concurrent access and high intensity of access, while cold data- unpopular and rarely accessed data, normal data - rest of the data other than hot and cold. The ERMS introduces active/standby storage model which classifies the storage nodes into active nodes and stand by nodes. Processing efficiency depends on a number of threshold values and hence the careful selection of threshold values is needed and also memory requirement is high.

HadoopDB stores data in the local RDBMS's using ACID conforming DBMS engines which will affect the dynamic scheduling and fault tolerance of Hadoop [8]. The HadoopDB changes the interface to SQL and this is why the programming model is not as simple as Map/Reduce. Moreover changes are required to make Hadoop and Hive frameworks work together in HadoopDB. It can be utilized like parallel databases along with fault tolerance, ability to run in commodity server environments and software license cost as Hadoop and can reduce the data processing. Also, it can yield scalability, fault tolerance and flexibility of Map/Reduce systems.

Clydesdale is a research prototype built on top of Hadoop for structured data processing. It provides the key feature of MapReduce i.e.; the scalability, fault tolerance and elasticity [5]. Along with that it increases the performance without making modifications to the underlying platform. To storing large amounts of dataset which further undergo processing, Clydesdale uses HDFS. Column oriented layout is used to store data and tries to collocate the columns of a given row to the specified node. For the operations in datasets Map tasks are carefully designed. SQL queries are represented as Map/Reduce programs in Java. The data structures for query processing can be shared by multiple threads and allows multiple tasks to execute successively on any node. Managing Clydesdale workloads along with Map/Reduce loads pose network load management problems and updates to dimension tables are not permitted. The Parallelism also may be limited for small data sets.

Pramod Bhatotia and Alexander Wiederwe described the implementation of a generic MapReduce framework, named Incoop, for incremental processing. It is capable of identifying the changes in the input data and enables the automatic modifications of the outputs by employing a fine-grained and efficient result re-use mechanism [13]. The efficiency is achieved by adopting recent advances in the area of programming languages to identify systematically the shortcomings of task-level memorization approaches, and address them using several novel techniques such as a storage system to store the input of consecutive iterations, a contraction phase that make the incremental computation of the reduce tasks more efficient and the scheduling algorithm for Hadoop that is aware of the location of previously computed results. The proposed framework Incoop was implemented by extending the Hadoop and further it was evaluated with a variety of real time applications. The case studies of higher-level services: incremental query (based on Pig) and log processing systems was also studied. The results showed significant performance improvements without changing a single line of application code.
III. PROPOSED WORK

The proposed system is focused on incremental computations [1]. In incremental datasets, map and reduce processes need to be run again every time even if there is some minute change in input. Thus the proposed system has suggested the caching technique to reuse the previously computed results. The states of the computations are stored. After caching would be done for the data that has big blocks upon a small change we can stop the map and same reduce job any time. In successive computation of the particular item, it checks the instance of the previously computed result is available. The result is then used and further computation on newly added data is performed. This saves the execution time and resources very well.

A. Association Algorithms

The row data was processed for the computation. The classification and clustering algorithms are used.

Classification consists of predicting a certain outcome based on a given input. To predict the outcome, the algorithm processes a training set containing a set of attributes and the respective outcome. It tries to discover relationships between the attributes that would make it possible to predict the outcome. Further the algorithm is given a data set not seen before which contains the same set of attributes, except for the prediction attribute – not yet known. It analyses the input and produces a prediction. The accuracy for prediction defines how “good” the algorithm is. Main algorithms for classification are ID3 and C4.5. ID3 algorithm was originally developed by J. Ross Quinlan at the University of Sydney. ID3 algorithm induces classification models, or decision trees, from data. It is a supervised learning algorithm that is trained by examples for different classes. After being trained, the algorithm should be able to predict the class of a new item. ID3 identifies attributes that differentiate one class from another. All attributes must be known in advance, and must also be either continuous or selected from a set of known values. For instance, temperature and country of citizenship are valid attributes. To determine which attributes are the most important, ID3 uses the statistical property of entropy. It measures the amount of information in an attribute. This is how the decision tree, which will be used in testing future cases, is built. Imagine that you have a dataset with a list of predictors or independent variables and a list of targets or dependent variables. Onward, by applying a decision tree like J48 on that dataset would allow you to predict the target variable of a new dataset record[18][15]. Decision tree J48 is the implementation of algorithm ID3 (Iterative Dichotomiser 3) developed by the WEKA project team. R includes this nice work into package RWeka[15].

Data Clustering is the process of making a group of abstract objects into classes of similar objects[16].

- A cluster object of data can be treated as one group.
- In cluster analysis, the set of data is partitioned into groups based on data similar property and then assign the labels to the groups. The clustering has few advantages over classification. It is adaptable to changes and helps single out useful features that distinguish different groups.

IV. EXPERIMENTAL RESULT

In the proposed work, to solve the incremental processing file caching technique was used. caching is used for Retaining most recently accessed disk blocks. Repeated accesses to a block in cache can be handled without involving the disk. Caching reduce delays contention for disk arm. Cached data are still there during recovery and don’t need to be fetched again. Thus the results of the computations are stored in the cache. The results are then used further for the next iteration. The proposed work analyze the execution time in case of caching and without using the caching.

Following procedure is followed for the analysis of proposed solution:

- The row dataset of the super market is obtained for processing. It undergoes the cleaning procedure.
- Classification and clustering algorithms are applied on data. While the row data is also maintained.
- The structured data is maintain. The incremental processing without caching is performed on this structured data. In this case the states are not saved. Thus the reusability of the previous processing is not possible.

The proposed methods are comparing the processing with the parameter "Execution Time". The execution time for the job was observed in both the cases. The execution time in the proposed solution was much lesser than in case of the incremental computing. The proposed solution utilizes the Map and Reduce in a such fashion that the iterative Map and corresponding Reduce functions get optimized.

V. CONCLUSION

The proposed paper addresses the reusability of processed results in incremental data and computational techniques and/or methodologies. This new approach to incremental data computing is proposed for HDFS which will cluster similar documents in the same set of data nodes with minimal changes to the existing framework. In distributed systems, iterative computation computations can’t be avoided. hence to improve the throughput, caching technique of iterative computations have been mentioned in this paper. Storing the states of the previously processed dataset proves beneficial when that dataset is incremental. Thus, to solve the issue of incremental computation file caching introduced the new approach towards the run time reusability in case of distributed environment.
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