I. INTRODUCTION

For a traveling salesman, it is most important for him to follow the shortest and optimal path having the minimum cost so as to gain maximum profit and to deliver the goods consuming lesser time as possible. Path optimization is one of the major problems while travelling from the source to destination city visiting each city only once. Path can be calculated using many strategies but to decide the best possible strategy according to the number of cities is a difficult task.

TSP is a combinational problem consisting of a set of cities and a set of edges existing from one city to the other. TSP can be represented by a graph G such that (V,E) ∈ G, where V is the set of vertices (cities) and E is the set of edges(path) between all the two vertices present in the graph. TSP is to find the shortest path in a graph G creating a least cost Hamiltonian cycle. If there exists a path between the two cities i and j, then the distance between these cities $d_{ij}$ can be computed as-

$$d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}$$

Input

- Network formed from n cities
- Cost c(i,j) of traveling from one city to next city, where i & j = 1,2,3,…, n.
- Start with initial city.

Output

- A least cost Hamiltonian cycle.

II. PROPOSED METHODOLOGY

A. Applying A* Algorithm for solving TSP

A Star is typically the most popular choice for path finding, because it’s reasonably flexible and works extremely well in an array of contexts. A Star is just like Dijkstra’s algorithm as it enables you to find a speediest path. A Star is like Greedy Best-First-Search as it can make use of a heuristic to manual itself. In the simple case, it is as fast as Best-First-Search. The secret for its success is that it combines the information that Dijkstra’s criteria uses (favoring vertices that are near to the starting point) as well as information that Best-First-Search uses (favoring vertices that are near to the goal). In the standard terminology used when speaking about A Star, g(n) represents the complete cost of the trail from the starting point to any vertex and, and h(n) presents the heuristic estimated cost from vertex n to the goal. Each time A Star chooses the vertex n that has the lowest f(n) = g(n) + h(n).

Algorithm-

Procedure Proposed A* algorithm for TSP

Initialize ClosedSet := empty
Initialize OpenSet := start_node
Initialize FromNode := empty
Initialize CoveredNodes := set of all nodes in graph
Initialize g_score[start] := 0
Calculate f_score[start] := g_score[start] + heuristic_cost_estimation
Loop Until OpenSet is not empty
Choose the current node from OpenSet with lowest f_score
If current node is not equal to start node Then
Reconstruct path from current_node
Remove current node from OpenSet
If current node not in covered nodes Then
Add current node to ClosedSet
For Each neighbour in neighbour nodes of current
If neighbour in ClosedSet or in Covered Nodes then
Continue loop;
Calculate tentative_score := g_score_current + distance between current and neighbour
If neighbour not in OpenSet or tentative_score < g_score of current Then
Update FromNode with neighbour
Update g_score with tentative f_score
Update f_score=g_score+heuristic_cost_estimation
If neighbour not in OpenSet Then
Add neighbour to OpenSet
End For
End Loop
End

B. Applying ACO algorithm for solving TSP

[2][3] The Ant Colony Optimization (ACO) technique proposed by Marco Dorigo in 1991 for finding optimal path for Travelling Salesman Problem is a simulation of behavior of ants while searching for food. In the first stage ants wander randomly. Once an ant finds a source of food, it walks back to the colony leaving pheromones as markers, indicating that the path has food. The other ants come across the markers likely to follow the path with a certain probability. Then they populate the path with their own markers as they bring the food back. Because the ants drop pheromones every time they bring food, shorter paths are more likely to be stronger, optimizing the solution. Once the food source is depleted, the route is no longer populated with pheromones and slowly decays.

Algorithm-

Procedure Proposed ACO algorithm for TSP
Set parameters, initialize pheromone trails
Calculate the maximum entropy
Loop /* at this level each loop is called iteration*/
Each ant is positioned on a starting node according to distribution strategy (each node has at least one ant)
For k=1 to m do /*at this level each loop is called a step */
At the first step moves each ant at different route
Repeat
Select node j to be visited next (the next node must not be visited by the ant) according to
A local updating rule is applied
Until ant k has completed a tour
End for
Local search (2-opt, 2.5 opt) apply to improve tour
A global updating rule is applied
Compute entropy value of current pheromone trails
Update the heuristic parameter
Until End_condition
End

III. RESULTS & DISCUSSIONS

The discussion about algorithm’s comparison can be based on information obtained from the analysis of computational time. Some major results obtained on analyzing the working of three algorithms are:
1. According to the computational time, for less number of inputs, both the algorithms are proved to be efficient and sometimes the calculation time does not vary much.
2. According to the computational time on increasing the number of inputs, Ant Colony Optimization algorithm slows down. In this case, A* algorithm is proved to be more efficient than Ant Colony Optimization algorithm.
3. For extremely large no. of inputs, Ant Colony Optimization stops working goes to unstable state and results in the least cost weight as INFINITY. But in such cases also, A* provides the optimal path for TSP according to heuristics.

<table>
<thead>
<tr>
<th>Table1: For 30 Nodes</th>
<th>Ant Colony</th>
<th>A Star</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (in Milliseconds)</td>
<td>10</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table2: For 100 Nodes</th>
<th>Ant Colony</th>
<th>A Star</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (in Milliseconds)</td>
<td>Unstable State</td>
<td>80</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The performance of A* algorithm is dependent upon the selection of a good heuristic function and guarantees to find the shortest and optimal Hamiltonian path within the linear time. On application of correct heuristics to A* technique has proved to be the better technique as compared to the Ant Colony Optimization algorithm for obtaining solution to Travelling Salesman problem.
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