An Ant Colony Optimization approach to solve Travelling Salesman Problem
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Abstract—Ant Colony Optimization algorithms (ACO) are meta-heuristic algorithms inspired from the cooperative behavior of real ants that could be used to achieve complex computations and have been proven to be very efficient to many different discrete optimization problems. One such problem is the Travelling Salesman Problem (TSP) which belongs to the class of NP-hard problems, which means that there is no exact algorithm to solve it in polynomial time. The importance of this problem appears in many application areas such as telecommunications, electronics, logistics, transportation, astronomy, industry and scheduling problem. Many algorithms had been proposed to solve TSP each with its own merits and demerits. In this paper, we propose a theoretical overview of TSP and ACO and also an implementation of how ACO can be used to solve TSP.

Keywords: ACO, NP-hard, TSP, Optimization techniques

I. INTRODUCTION

Social insects such as ants, termites, wasps, and bees live in almost every land habitat on earth. An ant colony optimization (ACO) technique is an optimization technique to solve combinatorial optimization problems [1]. Swarm intelligence is a relatively new approach to Problem solving that takes inspiration from the social behaviors of insects and of other animals. The attempt in the research of computer technology is to develop algorithms inspired by insect behavior to solve optimization problems. Ant colony optimization (ACO) is one of the most successful techniques in the wider field of swarm intelligence. ACO are multi agent system in which the behavior of each singe agent called ant, is inspired by the behavior of real ants. Ants use the environment as a medium of communication. They exchange information indirectly by deposits pheromones, all detailing the status of their “work”. ACO algorithm models the behavior of real ant’s colonies in establishing the shortest path between food sources and nests. Ants can communicate with one another through chemicals called pheromone in their immediate environment. The ants release pheromone on the ground while walking from their nest to food and then go back to the nest. The ants move according to the amount of pheromones, the richer the pheromone trail on a path is, the more likely it would be followed by other ants. So a shorter path has higher amount of pheromone in probability, ants will tend to choose a shorter path.

Through this mechanism, ants will eventually find the shortest path. Artificial ants imitate the behavior of real ants, but can solve much more complicated problem than real ants can [2] [3] [4]. Recently, the ACO meta-heuristic has been proposed to provide a common framework to describe and analyze all these algorithm inspired by the same shortest path behavior of ant colonies and the ACO meta-heuristic was defined as a posterior as the result of synthesis effort effectuated on the study of the characteristics of all these ant inspired algorithms and on the abstraction of their common traits [5] [6].

All these studies have contributed to the improvement of the ACO to some extent, but they have little obvious effect on increasing the convergence speed and obtaining the global optimal solution. The ACO algorithm has been applied to the Travelling salesman problem (TSP) which is the problem of finding a shortest closed tour which visits all the cities.

In this paper we give an overview of ACO algorithm for TSP. we first introduce the Ant Colony Optimization Approach in section II and the Ant system in section III. The Travelling Salesman Problem is discussed in section IV. Results are analyzed in section V. The Conclusion is given in section VI.

II. THE ANT COLONY OPTIMIZATION APPROACH

Ant Colony Optimization (ACO) algorithms are constructive stochastic search procedures that makes use of pheromone model and heuristic information on the problem being tackled in order to probabilistically construct solutions. A pheromone model is a set of so-called pheromone trail parameters. The numerical values of these pheromone trail parameter reflect the search experience of the algorithm. They are used to bias the solution construction over time towards the region of the search space containing high quality solutions. The stochastic procedure in ACO algorithms allows the ants to explore a
much larger number of solutions; meanwhile, the use of heuristic information guides the ants towards the most promising solutions. The ants search experience is to influence the solution construction in future iterations of the algorithm by a reinforcement type of learning mechanism.

The Real ants can indirectly communicate by pheromone information without using visual cues and are capable of finding the shortest path between food sources and their nests. The ant deposits pheromone on the trail while walking and the other ants follow the pheromone trails with some probabilities which are proportioned to the density of the pheromone. The more ants walk on a trail, the more pheromone is deposited on it and more and more ants follow the trail. Through this mechanism, ants will eventually find the shortest path. Artificial ants imitate the behavior of real ants how they foraging the food, but can solve much more complicated problems than real ants can. A search algorithm with such concept is called Ant Colony Optimization.

![Figure 1. Ants use pheromone as indirect communication to build best tour and show how the ants find the shortest path.](image)

When choosing their way, they tend to choose, in probability, paths marked by strong pheromone concentrations. As soon as an ant finds a food source, it evaluates the quantity and the quality of the food and carries some of it back to the nest. During the return trip, the quantity of pheromone that an ant leaves on the ground may depend on the quantity and quality of the food. The pheromone trails will guide other ants to the food source. It has been shown in Figure 1, that the indirect communication between the ants via pheromone trails enables them to find shortest paths between their nest and food sources.

III ANT SYSTEM

Ant System (AS) was proposed as the first ACO algorithm for the well known traveling salesman problem (TSP). Despite AS was not competitive with state-of-the-art algorithms on the TSP, it stimulated further research on algorithmic variants for better computational performance. Several improved ACO algorithms for NP-hard problems have been proposed in the literature. Ant Colony System (ACS) and MAX–MIN Ant System (MMAS) algorithm are among the most successful ACO variants in practice. For providing a unifying view to identify the most important aspects of these algorithms, Dorigo et al. [7] put them in a common framework by defining the Ant Colony Optimization (ACO) meta-heuristic. The outline of the ACO Meta heuristic is shown in Algorithm 1.

![Algorithm 1 Outline of ant colony optimization Meta heuristic](image)

It is important to note that the trail update only applies to the arcs of the global-best tour, not to all the arcs like in AS. The parameter $\rho$ again represents the pheromone evaporation. In ACS, only the global best solution receives feedback. Initially, also using the iteration best solution was considered for the pheromone update. Although for smaller TSP instances, the difference in solution quality between using the global-best solution or the iteration-best solution is minimal, for larger instances, the use of the global-best tour gives far better results.

**Tour construction:** In ACS, ants choose the next city using the pseudo random proportional action choice rule: When located at city $i$, ant $k$ moves, with probability $q_0$, to city $l$ for which $tu(t)/\eta_{iu}/\beta$ is maximal, that is, with probability $q_0$ the best possible move as indicated by the learned pheromone trails and the heuristic information is made (exploitation of learned knowledge). With probability $(1 - q_0)$ an ant performs a biased exploration of the arcs according to following equations.

**Global pheromone trail update:** In ACS, only the global best ant is allowed to add pheromone after each iteration, thus, the update according to equation is modified to.

$$\tau(r, s) = (1-\alpha)\tau(r, s) + \alpha \cdot \tau$$

As algorithm indicates that after the parameter and pheromone (a chemical substance that real ants deposit for local and indirect communication termed as stigmergy), trail initialization on the problem search space, each ant constructs its solution with the probabilistic selection policy and updates pheromone level on the graph according to their solutions. Additionally, local search methods can be applied on the each
The next node must not be chosen according to the set of discrete values related to the variable. A Global Updating Rule which updates the pheromones deposited on the arcs when an ant ends its tour.

\[
S=\begin{cases} 
\arg\max\{\tau(r,u),\eta(r,u)\}^{\beta}\text{ if } q\leq q_0 \\
S\text{ (selected by using b) otherwise }
\end{cases}
\]

(1)

\[
P_k(r,s) = \frac{\left[\tau(r,u), \eta(r,u)\right]^{\beta}}{\sum_{u\in J_k}\left[\tau(r,u), \eta(r,u)\right]^{\beta}} \text{ if } s \in J_k
\]

(2)

\[
\tau(r,s) = (1-\alpha)\tau(r,s) + \alpha \cdot \Delta\tau(r,s)
\]

(3)

\[
\Delta\tau(r,s) = 0 \quad \text{if } (r,s) \in \text{global-best-tour Where (4)}
\]

The above table shows a set of rules for ACS as described in (Dorigo, M.Gambardella), (1) and (2) compose the State Transition Rule; (3) is the Local Updating Rule; (4) is the Global Updating Rule; \(J_k\) is the set of nodes not yet visited by the ant \(k\).

The proposed algorithm is described as follows:

**Procedure Proposed ACO algorithm for TSP**

Set parameters, initialize pheromone trails

Calculate the maximum entropy

Loop /* at this level each loop is called iteration */

Each ant is positioned on a starting node according to distribution strategy (each node has at least one ant)

For \(k=1\) to \(m\) do /*at this level each loop is called a step */ at the first step moves each ant at different route

Repeat

Compute candidate list

Select node \(j\) to be visited next (the next node must not be visited by the ant) according to A local updating rule (3) is applied

Until ant \(k\) has completed a tour

End for

Local search is applied to improve tour

A global updating rule is applied

Compute entropy value of current pheromone trails

Update the heuristic parameter

Until end_condition

End
IV. TRAVELLING SALESMAN PROBLEM

Travelling salesman problem (TSP) is a well known, popular and extensively studied problem in the field of combinatorial optimization and attracts computer scientists, mathematicians and others. Its statement is deceptively simple, but yet it remains one of the most challenging problems in operational research. It is also an optimization problem of finding a shortest closed tour that visits all the given cities. It is known as a classical NP-complete problem, which has extremely large search space and is very difficult to solve.

The definition of a TSP is: given N cities, if a salesman starting from his home city is to visit each city exactly once and then return home, find the order of a tour such that the total distances (cost) traveled is Minimum. Cost can be distance, time, money, energy, etc. TSP is an NP-hard problem and researchers especially mathematicians and scientists have been studying to develop efficient solving methods since 1950’s. Graph theory defines the problem as finding the Hamiltonian cycle with the least weight for a given complete weighted graph. The traveling salesman problem is widespread in engineering applications. It has been employed in designing hardware devices and radio electronic devices, in communications, in the architecture of computational networks, etc. In addition, some industrial problems such as machine scheduling, cellular manufacturing and frequency assignment problems can be formulated as a TSP [10].

A complete weighted graph G = (N, E) can be used to represent a TSP, where N is the set of cities and E is the set of edges (paths) fully connecting all cities. Each edge (i, j) \( E \) is assigned a cost \( d_{ij} \), which is the distance between cities, \( i \) and \( j \). \( d_{ij} \) can be defined in the Euclidean space and is given as follows:

\[
    d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}
\]

One direct solving method is to select the route which has minimum total cost for all possible permutations of \( N \) cities. The number of permutations can be very large for even 40 cities. Every tour is represented in \( 2^n \) different ways (for symmetrical TSP). Since there are \( n! \) possible ways to permute \( n \) numbers, the size of the search space is then \( |S| = n!/ (2n) = (n-1)!/2 \).

V. ANALYSIS AND RESULTS

The computational results in this technique with 30 nodes show that MMAS, in general, is able to find very high quality solutions for all instances; furthermore, for almost all instances, MMAS finds the optimal solution in at least one of the runs. This is an encouraging result which shows the viability of the ant approach to generate very high quality solutions for finding optimal path. According to these results, MMAS is currently the best performing ant approach for the route finding [11].

To test accuracy of algorithm implementations, we compared them on some limits of TSPLIB instances. Tests are executed over the trails with the parameters for MMAS. The computational result shows that generally MMAS achieve best performance. Regarding the performance of AS, it can be seen that AS performs so poorly compared to other algorithms. Additionally, we can say that additional reinforcement optimization techniques (MAX-MIN ant system) implemented over the TSP really increase the AS performance.
The implementation of the proposed algorithm is done using java language. Iteration runs of ant system are shown in figure 3. Figure 4 shows the Ant cycle for travelling salesman problem and also many ways TSP can be improved to reach the needs of the tour. Path movement of ant system is shown in figure 5. First random Traveling salesman nodes are generated. Next Ant colony will be created. Finally the shortest path will be selected.

VI. CONCLUSION

This Paper presents the ant colony optimization approach for solving travelling salesman problem and is an attempt to study and analyze its performance.

The experimental results shows that ACO algorithm provides relatively good results by a comparatively low number of iterations, and is therefore able to find an acceptable solution in a comparatively short time. But there are many ways ACO can be improved so that the number of tours needed to reach a comparable performance level can diminish, making its application to larger problem instances feasible. Several researches are going on and improvements are being made on the ACO algorithms to improve its efficiency in terms of speed and the ability to find better solutions.
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