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Abstract—In this paper, we presented a load balancing algorithm in distributed computing system. We assumed that each node will maintain a local load table to hold the load status of immediate neighbors. The aim of this algorithm is to achieve balanced load among the processors according to their speed of computation and also to reduce communication overheads. This algorithm also targets most powerful nodes for load transfer in the system. We measured the performance of this algorithm which shows better performance over previously existing Ni’s drafting algorithm.
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I. INTRODUCTION

A distributed computer system is a collection of processors connected through a network that works together for a common purpose. The primary objective of a distributed system is to proper utilization of the available resources in distributed environment. The most crucial resource is CPU speed and bandwidth of the underlying network. The low bandwidth may bottleneck the CPU speed. So, most commonly used mechanism is to share the load among the nodes by transferring some of the loads from a heavily loaded processor to a lightly loaded processor. The tasks may be transferred either due to the processing time for a task in a processor is expected to be sufficiently greater than that of another remote processor or when the imbalance in the workload at various processors is sufficiently large. The load balancing improves the performance of the system by using the processing power of the entire system more effectively.

The distribution of loads to the processing elements is simply called the load balancing problem. In a system with multiple nodes there is a very high chance that some nodes will be idle while the other will be over loaded. The goal of the load balancing algorithms is to maintain the load to each processing element such that all the processing elements become neither overloaded nor idle that means each processing element ideally has equal load at any moment of time during execution to obtain the maximum performance (minimum execution time) of the system [2,3,4, 7, 9,10,11]. So the proper design of a load balancing algorithm may significantly improve the performance of the system.

In the network there will be some fast computing nodes and slow computing nodes. If we do not account the processing speed and communication speed (bandwidth), the performance of the overall system will be restricted by the slowest running node in the network [11]. Thus load balancing strategies balance the loads across the nodes by preventing the nodes to be idle and the other nodes to be overwhelmed. Furthermore, load balancing strategies removes the idleness of any node at run time.

Load balancing is the way of distributing load units (jobs or tasks) across a set of processors which are connected to a network which may be distributed across the globe. The excess load or remaining unexecuted load from a processor is migrated to other processors which have load below the threshold load [8]. Threshold load is such an amount of load to a processor that any load may come further to that processor. In a system with multiple nodes there is a very high chance that some nodes will be idle while the other will be over loaded. So the processors in a system can be identified according to their present load as heavily loaded processors (enough jobs are waiting for execution), lightly loaded processors (less jobs are waiting) and idle processors (have no job to execute). By load balancing strategy it is possible to make every processor equally busy and to finish the works approximately at the same time.

There are two fundamental approaches to the load balancing algorithm design. In static load balancing design approach the tasks are assigned on the basis of a priori knowledge of the system and once the tasks are allocated on the nodes do not change [1, 2]. The performance of the static load balancing algorithms depends on the prior information about the tasks and the system. The decision to transfer the tasks does not depend on the system state change. So this approach is best suited for homogeneous distributed computing system. But the dynamic load balancing algorithms take the decision to transfer the tasks depending on the current state of the system. The tasks are transferred from heavily loaded node to the lightly loaded node [1,2,5]. So the quality of dynamic load balancing algorithms depends on the collection of information on load on different nodes in the system. So this approach is best suited for heterogeneous distributed computing system.

In dynamic load balancing the information may be collected either by centralized or distributed approach. In centralized approach the information is collected by a specially designed central node and in distributed approach each node has the autonomy to collect the information about the load of the system. It has been reported that the collection of information by centralized approach about the system state does not cause any performance degradation for a reasonably large distributed computing systems [6]. The drawback of this
approach is that the performance of a globally distributed system would be very poor and the cost of state information collection would be too much and maintaining a huge information by a single node will surely cause a performance degradation. In the distributed information collection policy the information is collected either by sender initiative or receiver initiative algorithm. In sender initiative approach the heavily loaded nodes search for lightly loaded nodes for transferring extra load and the receiver initiative approach is the converse of sender initiated approach [12, 13]. In this approach either a sender or a receiver may poll all the nodes in a network for load balancing causing huge overheads. To reduce the overheads the sender or receiver nodes poll a selected number of nodes like nearest neighbors [4,7,13]. Another performance problem with this approach is associated with the inter-arrival times and service times.

II. COMPUTATIONAL MODEL AND ASSUMPTIONS

The distributed system is represented by an undirected graph G = (P, E) where P refers to the set of processors and E to the set of links. The communication link between any two processors is assumed to be bidirectional. Thus if there is a link (P_i, P_j) that joins P_i with P_j then P_i is a neighbor of P_j and they can send and receive information and load from each other. We also assumed that there are N heterogeneous processors P_i where n=2, 3, ..., N.

Each processor maintains a local load table that holds the three field of information: processor ID, status and load of neighboring nodes. Status of a node is either -1.0 or +1.0 implies for normal loaded, +1 for over loaded and -1 for lightly loaded situation. A node will be lightly loaded if it’s ready queue becomes less than half the ready queue length. From load table a node will select a least loaded node. If still load becomes excess, then select next least loaded node and so on.

A processor P_i of the system maintains two queues for its tasks: a 'ready' queue and a 'waiting' queue as shown in Fig. 1. A task or a job may come in as input to a processor directly from outside or as a transfer from a neighbor. Two types of tasks may thus be executed in a processor: local tasks and remote tasks. A local task comes in as input to a particular processor directly from outside the system. A remote task, on the other hand, is received at a particular processor as a transfer from one of its neighbors and has come into the system as input at some other processor. The 'ready' queue has a buffer of finite size of length six and all tasks in this queue are executed by the respective processor. The 'waiting' queue has a buffer of fairly large (infinite) length and holds the tasks that arrive into the system externally. A task waiting in the 'local' queue is either transferred to the 'ready' queue of the processor if the 'ready' queue is not full or transferred to another processor. A processor whose 'ready' queue is half filled is taken to be lightly loaded. A processor is assumed to be heavily loaded if its 'ready' queue is full and its 'local' queue is not empty. A task from a heavily loaded processor when transferred to another neighboring processor enters into the 'ready' queue of that processor. A sender initiated algorithm transfers its 'ready' queue full and the 'local' queue empty is called normally loaded. The performance of the system is measured in terms of its overall response time consisting of the service time, the queuing time and the transmission time.

III. SIMULATION STUDY

We considered a mesh topology of sixteen heterogeneous nodes for the simulation purpose. Each queue follows the M/M/1 queue model. Once a task is assigned in ready queue cannot be migrated. Only the tasks from the waiting queue are allowed to be migrated. We also considered a node as under loaded if it has load below the half of the length of a ready queue; a node is considered to be moderate loaded if its waiting queue is empty but ready is not empty and a node is over loaded if its waiting queue is not empty. Whenever a node either becomes under loaded or over loaded, it informs its status to its neighbors and the neighboring nodes would immediately update their load tables. A over loaded node will compare its amount of load with the loads from its load table -1 status. Once the over loaded node finds the under loaded node having highest load deficiency, it will set an agreement with that under loaded node that it wants to transfer the load. If the under loaded node agrees then load would be transferred. The over loaded node may transfer its load to more than one nodes if its load is more than the load deficiency of a single node. Figure 2 represents a situation of node P6 and its neighbor P2, P5, P7 and P10. Each node represents two numbers: first number shows the status and second number shows the load. Table 1 represents the load table at P6 for that moment. Suppose that P6 has total tasks 12, and then it has extra 6 tasks which are to be transferred. 4 out of 6 is transferred to P5 and rest 2 tasks is transferred to P2 node.
We measured the response time with the arrival rate and we compared our algorithm with the algorithm without load balancing and Ni’s drafting algorithm [14,15]. Figure 3 shows the comparison below.

### Figure 3. Load Table

<table>
<thead>
<tr>
<th>Node</th>
<th>Status</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>P2</td>
<td>-1</td>
<td>2</td>
</tr>
<tr>
<td>P5</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>P7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>P10</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

In this paper we presented a distributed load balancing algorithm. In this algorithm each node maintains a load table holding the current load situation of its neighbors. A new concept in threshold load in each node avoids unexpected over loading and also ensures more job allocation towards more powerful nodes. As the nodes inform their load situation on status change, the over loaded or under loaded nodes do not need to poll for transfer of jobs or to invite the jobs from the neighbors and thus causes low congestion in the network. We measured response time and overheads by applying our concept in mesh topology of sixteen nodes and compared our algorithm with Ni’s drafting algorithm. Our algorithm produces better response time and over heads with respect to the arrival rate than Ni’s drafting algorithm.

### IV. CONCLUSION

In this paper we presented a distributed load balancing algorithm. In this algorithm each node maintains a load table holding the current load situation of its neighbors. A new concept in threshold load in each node avoids unexpected over loading and also ensures more job allocation towards more powerful nodes. As the nodes inform their load situation on status change, the over loaded or under loaded nodes do not need to poll for transfer of jobs or to invite the jobs from the neighbors and thus causes low congestion in the network. We measured response time and overheads by applying our concept in mesh topology of sixteen nodes and compared our algorithm with Ni’s drafting algorithm. Our algorithm produces better response time and overheads with respect to the arrival rate than Ni’s drafting algorithm.
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